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ABSTRACT
Bioluminescence tomography (BLT) is one kind of noninvasive optical molecular imaging technology, widely used to study 
molecular activities and disease progression inside live animals. By combining the optical propagation model and inversion 
algorithm, BLT enables three-dimensional imaging and quantitative analysis of light sources within organisms. However, chal-
lenges like light scattering and absorption in tissues, and the complexity of biological structures, significantly impact the accu-
racy of BLT reconstructions. Here, we propose a dictionary learning method based on K-sparse approximation and Orthogonal 
Procrustes analysis (KSAOPA). KSAOPA uses an iterative alternating optimization strategy, enhancing solution sparsity with 
k-coefficients Lipschitzian mappings for sparsity(K-LIMAPS) in the sparse coding stage, and reducing errors with Orthogonal 
Procrustes analysis in the dictionary update stage, leading to stable and precise reconstructions. We assessed the method perfor-
mance through simulations and in vivo experiments, which showed that KSAOPA excels in localization accuracy, morphological 
recovery, and in vivo applicability compared to other methods.

1   |   Introduction

Bioluminescence imaging (BLI), as a highly sensitive nonin-
vasive optical molecular imaging technique, has played a sig-
nificant role in preclinical biomedical research for many years 
[1–3]. However, BLI mainly provides two-dimensional image 
information and cannot accurately locate the spatial position of 
the light source [1]. With the continuous deepening of biomedi-
cal research, the demand for 3D imaging of dynamic processes 
in vivo is becoming more and more intense, which promotes the 
development of BLT technology [2]. BLT is a powerful optical 
molecular three-dimensional imaging technology, which can 
reconstruct the three-dimensional distribution information of 

the light source inside the organism from the light flux mea-
sured on the biological surface, using a light propagation model 
and computer inversion algorithms [4–6]. In recent years, BLT 
has been widely applied in cancer research, drug development, 
and efficacy evaluation due to its powerful three-dimensional 
imaging capabilities [7, 8]. Compared to BLI, BLT can more ac-
curately locate and quantify biological light sources through 
3D reconstruction, providing more detailed and intuitive three-
dimensional imaging information, which offers important tech-
nical support for the field of biomedical research [9, 10].

However, the process of BLT reconstruction is significantly af-
fected by factors such as the scattering and absorption effects 
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of light by biological tissues, as well as limitations in detecting 
photons at boundaries, leading to significant ill-posedness, and 
instability [11, 12]. These issues affect the accuracy and stability 
of reconstruction, with the result that suboptimal performance 
is observed in localization accuracy and target morphology 
recovery, thereby posing greater demands and challenges for 
reconstruction methods [11–13]. Therefore, there is a need for 
methods that can mitigate ill-posedness and effectively enhance 
reconstruction accuracy to satisfy various research require-
ments [14].

To alleviate the ill-posedness of BLT reconstruction and achieve 
more accurate reconstruction results, various solutions have 
been designed by researchers and scholars in recent years. For 
example, by optimizing the forward model, Chen et al. proposed 
a light propagation model based on a hybrid simplified spherical 
harmonics (SPN) and diffusion equation (DE) [15]. This hybrid 
model can improve the modeling accuracy of photon transmis-
sion in biological tissues, thereby improving imaging quality. 
However, both the SPN and the DE are approximation models of 
the radiative transfer equation (RTE), and transport errors due 
to the RTE approximation in various models are still inevitable. 
Based on deep-learning strategies, Rezaeifar et al. developed a 
novel deep-learning approach for tumor targeting and therapeu-
tic planning in BLT studies [16]. The combination of flexibility, 
accuracy, and speed of deep learning solutions makes it a viable 
option for the BLT reconstruction problem, but the availability 
and quality of the training database remain a significant chal-
lenge. Combining prior information and norms, Wu et al. pro-
posed an iterative reweighted L2 norm optimization method that 
incorporates anatomical structure to enhance the performance 
of BLT [17]. In addition to anatomical structures, factors such 
as light source sparsity, multispectral information [18–21], light 
source feasible region [22–25], and optical characteristic param-
eters of biological tissues [26] are all important prior informa-
tion for light source reconstruction. Among them, light source 
sparsity is one of the most commonly used prior information. 
Combined with this important prior information, many recon-
struction methods based on sparse regularization have been 
proposed and widely applied in related research [27–29]. For 
instance, Leng et al. proposed a linearized Bregman iterative al-
gorithm based on L1 sparse regularization, which can accurately 
locate the position of the light source [30]. Yu et al. proposed 
a reconstruction algorithm based on L1∕2 regularization to en-
hance the sparsity of BLT reconstruction results [31]. However, 
these single regularization methods all have certain flaws. For 
example, L1 norm regularization tends to result in over-sparsity 
issues [32, 33], while L2 norm regularization can easily lead to 
over-smoothing [34]. Therefore, some joint regularization meth-
ods have been proposed by researchers to overcome these flaws 
[35, 36]. The biggest issue with current regularization methods 
is the selection of the optimal regularization parameter.

In this paper, a dictionary learning method based on K-sparse ap-
proximation and Orthogonal Procrustes analysis (KSAOPA) for 
BLT reconstruction is proposed to enhance the reconstruction 
accuracy. Compared to regularization methods, our approach 
effectively reduces the candidate set for the optimal parame-
ters. Specifically, our method adopts an alternating optimization 
strategy as a whole, which includes two alternating parts: sparse 

coding and dictionary updating. In the sparse coding phase, 
compared with the orthogonal matching pursuit (OMP) algo-
rithm [37] in traditional dictionary learning methods, K-sparse 
approximation not only ensures the sparsity of the biolumines-
cent source in space but also can obtain a more accurate approxi-
mation solution. In the dictionary updating phase, compared with 
the K-Singular value decomposition (K-SVD) algorithm  [38] in 
traditional dictionary learning methods, Orthogonal Procrustes 
analysis can capture more complex data structures, improve 
efficiency, and reduce errors. To verify the reconstruction per-
formance of our method, a series of numerical simulations and 
in vivo experiments were conducted, and comparisons were 
made with the incomplete variable truncation conjugate gradi-
ent method based on L1 norm (IVTCG) [39], the morphological 
recovery method based on Gaussian weighted Laplacian prior 
regularization (GWLP) [40], and the k-coefficients Lipschitzian 
mappings for sparsity (K-LIMAPS) method [41].

The rest of this paper is structured as follows: In Section 2, the 
BLT forward model, the inverse problem of BLT reconstruction, 
and the proposed KSAOPA method are introduced. In Section 3, 
specific numerical simulation experiments and in vivo experi-
ments are conducted to validate the performance of the recon-
struction method. In Section 4, the corresponding experimental 
results are presented. Finally, in Section 5, the main work of this 
paper is discussed and concluded.

2   |   Methodology

2.1   |   The Photon Propagation Model and Inverse 
Problem of BLT

In BLT research, numerical model-based methods for BLT re-
construction typically employ a low-order approximate model of 
the RTE, such as the DE, to describe the process of photon trans-
port within biological tissues. In the continuous wave mode, the 
steady-state domain DE combined with Robin boundary condi-
tions is formulated as follows [42]:

where r is a point in the biological tissue region Ω, �Ω is the 
boundary of Ω, Φ(r) represents the photon flux rate at the point 
r , S(r) is the energy density of the internal light source within 
the biological body, A(r) stands for the boundary mismatch fac-
tor, v(r) is the outward unit normal vector at the boundary �Ω , 
and D(r) is the diffusion coefficient at point r, which is calcu-
lated as follows:

where �a(r) and ��

s(r) represent the absorption coefficient and 
reduced scattering coefficient, respectively.

Using the finite element method (FEM) to solve the aforemen-
tioned photon transport model, one can derive the mathematical 

(1)

{
−∇[D(r)∇Φ(r)]+�a(r)Φ(r)=S(r) (r∈Ω)

Φ(r)+2A(r)D(r)[v(r)∇Φ(r)]=0 (r∈�Ω)

(2)D(r) =
1

3
(
�a(r) + ��

s(r)
)
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relationship between the photon flux Φ at the surface of the bi-
ological body and the internal unknown light source x as fol-
lows [43]:

where A is an m × n dimensional system matrix; x is an n dimen-
sional column vector representing the distribution of the light 
source within the biological body; and Φ represents the mea-
sured photon flux density on the surface of the biological body, 
which is an m × 1 dimensional column vector.

2.2   |   BLT Reconstruction Based on 
the KSAOPA Method

In the BLT reconstruction problem, due to the effects of light 
scattering and absorption, as well as the sparsity character-
istic of the light source distribution, BLT reconstruction is a 
highly ill-posed problem, where the system matrix A is an ill-
conditioned underdetermined matrix; hence, it is impossible to 
solve for x directly through Equation  (3). To obtain a unique 
and stable numerical solution, based on knowledge of numer-
ical analysis and related fields, we introduce Lp regularization 
to constrain and optimize Equation (3) [44], resulting in the fol-
lowing equation:

where � is the regularization parameter, ‖x‖p =
�∑n

i=1
��xi��p

�1∕p 
represents the p-norm of vector x, and �‖x‖p is the regulariza-
tion term, known as the Lp norm, which serves as a penalty term 
to impose corresponding constraints on the objective function to 
obtain stable solutions.

Compared to the imaging object, the biological light source is 
sparse. Based on this prior knowledge, consider introducing 
sparse representation theory that is highly compatible with the 
BLT reconstruction problem. Sparse representation refers to 
representing a signal with as few atoms as possible in a given 
overcomplete dictionary, that is, expressing a known signal as 
a linear combination of a few atoms in the overcomplete dictio-
nary, as shown in the following formula [45]:

where y ∈ ℝ
d represents a known signal sample, 

W =
[
w1,w2, ⋯ ,wn

]
∈ ℝ

d×n is an overcomplete dictionary, 
meaning d < n, and � =

[
�1, �2, ⋯ , �n

]T is an n dimensional 
sparse coefficient vector. Equation  (5) is an underdetermined 
equation, with infinitely many solutions for the coefficient 
vector �. To obtain a unique optimal solution, a regularizer is 
introduced. Based on the different types of norms used in the 
regularizer, sparse representation methods can be roughly 
divided into four categories: sparse representation based 
on L0 norm minimization, sparse representation based on 
Lp(0 < p < 1) norm minimization, sparse representation based 
on L1 norm minimization, and sparse representation based on L2 
norm minimization. The objective functions of these four sparse 
representation methods are as follows [45]:

where � is a small positive constant. Based on the sparse rep-
resentation theory and regularization knowledge, considering 
the sparsity of light sources, in this study, we adopt the sparse 
representation based on L0 norm minimization. Therefore, the 
objective function of the BLT reconstruction problem can be for-
mulated as:

where K represents the sparsity level of the vector x.

Based on sparse representation theory, the system matrix A in 
BLT reconstruction can be viewed as an overcomplete dictio-
nary, with the vector x representing its corresponding sparse 
coefficients. The KSAOPA method considers the sparsity of 
light sources and adopts an alternating optimization scheme, 
which involves iteratively performing two steps: sparse coding 
and dictionary updating. The sparse coding part employs the 
K-LIMAPS algorithm  [41], which exhibits good performance 
in sparse recovery and considers sparsity constraints on the 
reconstruction results. The dictionary updating part utilizes 
Orthogonal Procrustes analysis and singular value decomposi-
tion to optimize the system matrix [46], in order to reduce re-
construction errors.

2.2.1   |   Sparse Coding

In the sparse coding part, the dictionary matrix A needs to be 
fixed to solve for the sparse coefficient vector x. Considering 
the sparsity of the reconstruction result, here, we use the K-
LIMAPS algorithm to obtain an approximate solution for x. The 
K-LIMAPS algorithm is a fixed-point iterative method based on 
a nonlinear mapping that can uniformly enhance the sparsity 
at each iteration. During each iteration, each coefficient (vector 
element) either contracts (moves toward 0) or is retained (moves 
away from 0). It considers the sparsity constraint imposed on 
the objective function, which can limit the upper bound of the 
sparsity of the reconstruction result. This method is based on 
a nonlinear mapping operator, as described by the following 
formula:

where f� belongs to the parameter family of nonlinear functions 
 =

{
f�:ℝ

m
→ ℝ

m| � ∈ ℝ
+
}
, ⊙ denotes the Hadamard (element-

wise) product, and � is a positive real number.

The parameter � is defined as follows: given a sparsity level 
K , let �t = 1∕�t, where �t = x̂

(t)
K+1, t  represents the iteration 

(3)Φ = Ax

(4)L = ‖Ax−Φ‖2 + �‖x‖p

(5)y = w1�1 + w2�2 +⋯ + wn�n =W�

(6)

⎧⎪⎪⎪⎨⎪⎪⎪⎩

�̂=argmin
�

‖�‖0 s. t. ‖y−W�‖2
2
≤ �

�̂=argmin
�

‖�‖pp s. t. ‖y−W�‖2
2
≤ �

�̂=argmin
�

‖�‖1 s. t. ‖y−W�‖2
2
≤ �

�̂=argmin
�

‖�‖2
2

s. t. ‖y−W�‖2
2
≤ �

(7)argmin
x

‖Φ−Ax‖2
2

s. t. ‖x‖0 ≤ K

(8)f𝜆(x) = x ⊙
(
1 − e−𝜆|x|

)
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number, and x̂(t) is obtained by rearranging the absolute val-
ues of x(t) in descending order, with x̂(t)K+1 being the Kth element 
among them. Based on this strategy and the nonlinear opera-
tor, each coefficient xi is multiplied by the penalty monotone 
function g�

(||xi||
)
= 1 − e−�|xi|, which takes the specific form as 

follows:

where the sets Λ(t) and Λ(t)
c  are defined as follows:

Obviously, as �t → + ∞, the following result can be obtained:

Combining the nonlinear mapping operator and the orthogonal 
projection onto the null space of the dictionary matrix A, the 
update for the sparse coefficient vector x is as follows:

where P = I − Q, with I being the identity matrix and Q = A+A 
representing the orthogonal projection onto the null space of the 
dictionary matrix A. Here, A+ denotes the Moore-Penrose pseu-
doinverse of A, calculated as follows:

Algorithm  1 summarizes the process of the K-LIMAPS 
algorithm.

2.2.2   |   Dictionary Update

In the dictionary update part, with the sparse coefficient vector 
x fixed, the objective function for solving the dictionary matrix 
A is as follows:

To reduce reconstruction error, we use Orthogonal Procrustes 
analysis and singular value decomposition to optimize the dic-
tionary matrix A in the dictionary update. Procrustes analysis 
is a method for comparing the consistency of two sets of data 
by analyzing shape distributions. Mathematically, it is imple-
mented through iterative processes to find a standard shape and 
use the least squares method to find the affine transformation 
(such as translation, rotation, and scaling) of each object shape 
to this standard shape. When the allowed transformations are 
limited to orthogonal transformations, it is called Orthogonal 
Procrustes analysis.

The algorithmic idea for the dictionary update stage using 
Orthogonal Procrustes analysis and singular value decomposi-
tion is as follows:

1.	 At each iteration, partition the column index set 
[n] = {1, 2, ⋯ ,n} of the dictionary matrix A into G sub-
sets of equal size, denoted as [n] = I1

⋃
I2

⋃
⋯

⋃
IG , 

where each subset contains s elements (indices), i.e., 
s =

|||Ig
|||, g ∈ {1, 2, ⋯ ,G}, G = ⌈n∕ s⌉. If n is not a multiple of 

s, then ||IG|| = n − (G − 1)s, where s is manually adjusted.

2.	 Corresponding to each column index subset I1, I2, ⋯ , IG , 
partition the dictionary matrix A into G subdictionaries 
AI1

,AI2
, ⋯ ,AIG

. Then decompose the product Ax into the 
following form:

where AI represents a subdictionary of m × s dimensions formed 
by the columns of A indexed by the set I, i.e., I ∈

{
I1, I2, ⋯ , IG

}
 

and AI ∈
{
AI1

,AI2
, ⋯ ,AIG

}
. xI is the subvector formed by the 

rows of x indexed by the set I, with dimensions s × 1. AIc is the 
complement of the subdictionary AI in the dictionary A, and xIc 
is the complement of the subvector xI in the vector x. Thus, the 
objective function can be written as:

Therefore, the update problem for the entire dictionary matrix A 
is transformed into the update problem for each subdictionary 
AI after grouping.

3.	 Using Orthogonal Procrustes analysis and singular value 
decomposition to update each subdictionary AI, thereby ob-
taining the updated values A′ for the entire dictionary matrix 
A. For each subdictionary AI, introducing an m-dimensional 
orthogonal transformation matrix R to solve for the updated 
value A′

I
, the computation can be calculated as follows:

(9)lim
�t→+∞

g�t

(|||x
(t)
i

|||
)
=1−e

−
|||x

(t)
i
|||∕�t =

{
1, if i∈Λ(t)

0, if i∈Λ(t)
c

(10)

⎧⎪⎨⎪⎩

Λ(t) =
�
i:
���x

(t)
i

���≤ 𝜎t

�

Λ(t)
c
=
�
i:
���x

(t)
i

���> 𝜎t

�

(11)lim
�t→+∞

f�t

(
x(t)
i

)
= x(t)

i
g�t

(|||x
(t)
i

|||
)
=

{
x(t)
i
, if i∈Λ(t)

0, if i∈Λ(t)
c

(12)x(t+1) = x(t) − P
[
x(t) ⊙ e−|x(t)|∕𝜎t

]

(13)A+ =
(
ATA

)−1
AT

(14)argmin
A

‖Φ−Ax‖2
2

s. t. ‖x‖0 ≤ K

(15)Ax = AIxI + AIc xIc

(16)argmin
A

‖Φ−Ax‖2
2
= ��Φ−AIc xIc −AIxI��22 s. t. ‖x‖0 ≤ K

(17)A
�

I = RAI

ALGORITHM 1    |    K-LIMAPS.

Input: a dictionary matrix A, its pseudo-inverse A+, a signal 
Φ , sparsity level K.
Initialization: tmax = 10, current iteration t = 1.

1.	 x ← A+Φ

2.	 P ← I − A+A

3.	 While t ≤ tmax do

4.	     � ← sort(|x|)
5.	     �← 1∕�t

6.	     x ← x − P
[
x ⊙ e−𝜆|x|

]

7.	 End while

8.	 xi ← 0 ∀ i s. t. |x|0 ≤ K

Output: x
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For this, the following minimization problem can be obtained:

This problem is known as the Orthogonal Procrustes problem, 
where E = Φ − AIc xIc and H = AIxI ∈ ℝ

m×1, which can be in-
terpreted as finding the rotation of the subspace matrix HT to 
closely approximate the subspace matrix ET.

The Orthogonal Procrustes problem has an optimal solution 
R̂, which can be calculated based on the orthogonal matri-
ces U  and V  obtained from the singular value decomposition 
EHT = U�VT ∈ ℝ

m×m, where Σ is a diagonal matrix with the 
singular values of EHT on its diagonal. The computation of R̂ is 
given by the following formula:

By substituting the result R̂ from Equation  (19) into 
Equation  (17), we can obtain the updated value AI

′ for each 
subdictionary AI. Upon completion of the updates for all sub-
dictionaries, the update of the entire dictionary matrix A is 
also completed.

In summary, the process of the KSAOPA method is summarized 
as shown in Algorithm 2.

3   |   Experiment Design

To validate and evaluate the effectiveness of the KSAOPA 
method proposed in Section 2 for the BLT reconstruction prob-
lem, we designed several numerical simulation experiments 
and an in vivo mouse experiment. We compared our method 
with three other algorithms: IVTCG, GWLP, and K-LIMAPS, 
in terms of localization accuracy, morphological recovery, 

robustness, and in vivo applicability. All experiments and pro-
cedures were conducted on a laptop equipped with an Intel(R) 
Core (TM) i5-9300H CPU (2.40 GHz) and 8 GB RAM.

3.1   |   Numerical Simulations

In the numerical simulation experiments, we used a heteroge-
neous cylindrical model with a height of 30 mm and a radius of 
10 mm, as shown in the 3D view in Figure 1a. This model com-
prises five organs: muscle, bone, heart, lung, and liver. The op-
tical parameters of these organs at a wavelength of 650 nm are 
listed in Table 1. For the BLT reconstruction, the model was 
discretized into a tetrahedral mesh containing 4626 nodes 
and 25 840 tetrahedral elements using COMSOL Multiphysics 
software [47], as illustrated in Figure 1b. Figure 1c shows the 
forward simulation results of a spherical light source with a 
radius of 1 mm, generated using the molecular optical simu-
lation environment (MOSE) [48] based on the Monte Carlo 
method.

Three sets of experiments were conducted in the cylindrical 
model: single light source simulation experiment, dual light 
source simulation experiment, and antinoise experiment. In 
the single light source experiment, a spherical light source 
with a radius of 1 mm and a center point at (−5, −6, 12) was set 
to simulate an actual bioluminescent source. In the dual light 
source experiment, two spherical light sources with radii of 
1 mm and center points at (−7, 5, 5) and (−7, 5, 12) were set to 
simulate two actual bioluminescent sources. These two simu-
lation experiments were designed to evaluate the performance 
of the KSAOPA method in terms of localization accuracy and 
morphology recovery. In the antinoise experiment, Gaussian 
noise levels of 5%, 10%, 15%, 20%, and 25% were added to the 
single light source experiment to assess the robustness of the 
KSAOPA method based on the results of the noise resistance 
experiments.

3.2   |   In Vivo Experiment

To assess the practicality of the KSAOPA method in live animal 
research, we conducted in vivo experiments on live mice. All 
experimental procedures were approved by the Animal Ethics 
Committee of Northwest University in China. We used an adult 
BALB/c mouse for the in vivo experiment and administered a 
3% isoflurane-air mixture anesthesia to the mouse during sur-
gery to alleviate its pain.

During the experimental process, we imaged an adult nude 
mouse using a BLT/CT dual-modality tomographic scanning sys-
tem. First, we implanted a luminescent tube with a radius of 1 mm 
and a height of 2 mm as a biological light source within the mouse, 
containing 10 μL of luminescent solution. The luminescent tube 
was made of plastic material to facilitate precise positioning of the 
actual light source area when detected using CT. Then, we fixed 
the anesthetized mouse on a rotating platform and kept it still 
during the imaging process. To capture the bioluminescence im-
ages, we used an EMCCD camera (Ixon Ultra 888) to photograph 
the surface luminescence images, employing a 630 nm band-pass 
filter to enhance the imaging quality. When the EMCCD camera 

(18)argmin
R

‖E−RH‖2
2

(19)R̂ = VUT

ALGORITHM 2    |    KSAOPA for BLT Reconstruction.

Input: The system matrix A ∈ ℝ
m×n, the detected surface 

photon Φ ∈ ℝ
m×1, sparsity level K.

Initialization: x0 = 0, err = 1e − 6, kmax = 10, current itera-
tion k = 1, index subcollection size s, the number of subdic-
tionaries G = ⌈n∕ s⌉.
While ‖‖xk−xk−1‖‖2 > err or k < kmax do
    step1: Sparse coding using Algorithm 1
    Partition indices [n] = I1

⋃
I2

⋃
⋯

⋃
IG

    step2: Dictionary update
    for g = 1, 2, ⋯ ,G do
      I = Ig
      E = Φ − AIc xIc
      H = AIxI
      EHT = U�VT

      R = argmin
R

‖E−RH‖2
2
= VUT

      AI = RAI

    end for
    step3: k = k + 1

End while
Output: x = xk
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was operating, the exposure time was set to 1 s without any gain 
value. To obtain the CT images, we imaged the mouse using the 
CT system (tube voltage 50 kVp, x-ray power 40 W) within the 
dual-modality imaging device. Figure  2 shows a schematic dia-
gram of the BLT/CT dual-modality imaging system structure.

Next, we processed the collected data. A landmark-based rigid 
registration method was used to register the CT data with the 
bioluminescence images. After registration, the absolute ir-
radiance distribution in the two-dimensional optical images 
was projected onto the three-dimensional surface of the mouse 
model. Amira software was utilized to segment the main organs 
of the mouse, including muscles, heart, lungs, liver, stomach, 
and kidneys, and the mouse model was discretized into a tetra-
hedral mesh containing 4118 nodes and 22 970 tetrahedral ele-
ments for BLT reconstruction. The coordinates of the implanted 
real light source were (19.6, 13.5, 22.3) mm. To evaluate the in 
vivo practicality of the KSAOPA method, we compared it with 
the other three algorithms previously mentioned. Figure 3 illus-
trates the 3D view of the mouse model and its tetrahedral mesh.

3.3   |   Evaluation Metrics

To analyze and evaluate the performance of BLT recon-
struction results in terms of localization accuracy and shape 

recovery, this study employed two commonly used evaluation 
metrics, namely the localization error (LE) and the Dice coef-
ficient (DICE) [49].

LE represents the Euclidean distance between the reconstructed 
light source center 

(
xr , yr , zr

)
 and the actual light source center (

x0, y0, z0
)
. It is used to measure the localization accuracy of the 

reconstruction results. A smaller LE value indicates higher lo-
calization accuracy. The calculation is as follows:

To evaluate the morphological recovery ability of the algorithm, 
the DICE is used as an evaluation metric, which indicates the 
degree of overlap between the reconstructed light source region 
Xr and the actual light source region Y . The DICE value ranges 
from 0 to 1, and the closer it is to 1, the higher the overlap be-
tween the reconstructed and actual light source regions, indicat-
ing better shape recovery performance of the algorithm.

4   |   Results

4.1   |   Numerical Simulations Results

4.1.1   |   Single Light Source Experiment

The reconstruction results of the single light source simulation 
experiment are shown in Figure  4. The first row displays the 
3D views of the reconstruction results for the IVTCG, GWLP, 
K-LIMAPS, and KSAOPA methods, where the red areas indicate 
the reconstructed light sources. The second row shows the axial 
views corresponding to the reconstruction outcomes of the dif-
ferent methods, with the cyan areas denoting the reconstructed 
light sources and the black circles signifying the positions of the 

(20)LE =

√(
xr −x0

)2
+
(
yr −y0

)2
+
(
zr −z0

)2

(21)Dice =
2��Xr

⋂
Y ��

��Xr �� + �Y �

FIGURE 1    |    (a) The 3D view of the cylindrical model. (b) The 3D view of the tetrahedral mesh. (c) The forward simulation result of the single light 
source.

TABLE 1    |    The optical parameters in numerical simulation.

Tissues �a

(

mm−1
)

�s

(

mm−1
)

g

Muscle 0.0052 10.80 0.900

Heart 0.0083 6.733 0.850

Liver 0.0329 7.000 0.900

Lung 0.0133 19.70 0.900

Bone 0.0060 60.09 0.900
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actual light sources. It is observable from the images that the 
light source reconstructed by our method has the highest spa-
tial overlap with the true light source. The quantitative assess-
ment of the four reconstruction methods is detailed in Table 2. 
Apparently, when compared to the other three methods, the 
KSAOPA method has the lowest LE and the highest DICE, 
demonstrating that the reconstruction results of KSAOPA more 
closely approximate the actual light source in terms of local-
ization accuracy and shape recovery, outperforming the other 
three algorithms.

4.1.2   |   Dual Light Source Experiment

The reconstruction results of the dual light source simulation 
experiment are shown in Figure 5. The first row displays the 

3D views of the reconstruction results for the four methods, 
and the second row shows the axial views of the reconstruc-
tion results for the four methods. The representation of the 
reconstructed and actual light sources is consistent with that 
in the single light source experiment. From Figure  5, it can 
be seen that compared with the other three methods, the 
KSAOPA method has better localization accuracy and spatial 
overlap, and its reconstruction performance is superior to the 
other three methods. Table  3 presents the quantitative anal-
ysis results of the four reconstruction methods, confirming 
this point. The results show that compared to the other three 
methods, the individual LE values of the KSAOPA method 
are the lowest and more uniform, with the lowest average LE 
value. At the same time, the individual DICE values of the 
KSAOPA method are all higher than the results of the GWLP 
and K-LIMAPS methods. Compared with the IVTCG method, 

FIGURE 2    |    Schematic diagram of the BLT/CT imaging system.

FIGURE 3    |    (a) In vivo mouse model. (b) The 3D view of the tetrahedral mesh.
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although the DICE value at the point (−7, 5, 5) is the same, 
both being 0.667, at the point (−7, 5, 12), the DICE value of the 
KSAOPA method is 0.634, higher than the 0.388 of the IVTCG 
method, and more uniform. Clearly, compared to the other 
three methods, the DICE value results of the KSAOPA method 
are better, and it has the lowest average DICE value. In sum-
mary, the KSAOPA method has better performance in terms 
of dual light source localization accuracy and morphological 
recovery.

4.1.3   |   Antinoise Experiment

The results of the antinoise experiment are shown in Figure 6. 
To evaluate the robustness of the KSAOPA method, we added 
5%, 10%, 15%, 20%, and 25% Gaussian noise to the measure-
ment data based on the single light source experiment to test 
the impact of Gaussian noise on the reconstruction results. As 
can be seen from Figure  6, after adding different proportions 

of Gaussian noise, the fluctuations in the LE values and DICE 
are relatively small, and the reconstruction performance of the 
KSAOPA method does not decline, indicating that our method 
has good robustness.

4.2   |   In Vivo Experiment Results

The reconstructed results of in vivo experiments are shown in 
Figure 7. Figure 7 displays the 3D and axial views of the recon-
struction results for four different methods, with the red area in 
the 3D view representing the reconstructed light source. Table 4 
provides the quantitative analysis results for the four reconstruc-
tion methods. From the quantitative analysis results, it is evident 
that compared to the other three methods, the KSAOPA method 
has the smallest LE value and the largest DICE value, indicating 
that the KSAOPA method exhibits better performance in terms of 
localization accuracy and morphological restoration, while also 
demonstrating its excellent practicality for in vivo applications.

FIGURE 4    |    Reconstruction results of the single light source experiment for four methods.

TABLE 2    |    Quantitative results of different methods in the single light source experiment.

Method Real region center (mm) Reconstructed region center (mm) LE (mm) DICE

IVTCG (−5.00, −6.00, 12.00) (−4.669, −5.874, 11.359) 0.732 0.358

GWLP (−5.00, −6.00, 12.00) (−4.624, −5.826, 11.540) 0.620 0.416

K-LIMAPS (−5.00, −6.00, 12.00) (−5.332, −6.238, 12.108) 0.423 0.328

KSAOPA (−5.00, −6.00, 12.00) (−4.780, −6.143, 11.829) 0.313 0.758



9 of 12

5   |   Discussion and Conclusions

BLT is a powerful noninvasive optical molecular imaging tech-
nique that offers advantages such as low cost and high sensi-
tivity. However, the reconstruction problem in BLT is affected 
by factors such as the effects of light scattering and absorption, 
as well as the complexity of biological tissue structure, exhib-
iting serious ill-posedness and instability, which leads to poor 
imaging quality. In order to enhance the reconstruction accu-
racy of BLT and improve image quality, this paper proposes a 
method called KSAOPA for sparse reconstruction in BLT. This 
method is based on the prior knowledge that the light sources 
have sparsity, and aims to improve the reconstruction quality 
by alleviating the ill-posedness of the inverse problem. The 
KSAOPA method, grounded in sparse representation theory and 

dictionary learning methods, employs an iterative alternating 
optimization strategy. The alternating part includes two steps: 
sparse coding and dictionary update. In the sparse coding part, 
the K-LIMAPS algorithm is utilized to ensure the sparsity of the 
solution, and in the dictionary update, Orthogonal Procrustes 
analysis is introduced to optimize the system matrix, reduce 
reconstruction errors, and thereby obtain more accurate recon-
struction results.

To evaluate the performance of the proposed KSAOPA method, 
a series of numerical simulation experiments and in vivo exper-
iments were designed, and comparisons were made with three 
other methods: IVTCG, GWLP, and K-LIMAPS. The results of 
the single and dual light source simulation experiments demon-
strated the superior performance of the KSAOPA method in 

FIGURE 5    |    Reconstruction results of the dual light source experiment for four methods.

TABLE 3    |    Quantitative results of different methods in the dual light source experiment.

Method Real region center (mm) LE (mm) AVG LE (mm) DICE AVG DICE

IVTCG (−7.00, 5.00, 5.00)
(−7.00, 5.00, 12.00)

0.941
1.050

0.995 0.667
0.388

0.527

GWLP (−7.00, 5.00, 5.00)
(−7.00, 5.00, 12.00)

1.100
0.643

0.871 0.299
0.426

0.363

K-LIMAPS (−7.00, 5.00, 5.00)
(−7.00, 5.00, 12.00)

0.989
0.765

0.877 0.330
0.356

0.343

KSAOPA (−7.00, 5.00, 5.00)
(−7.00, 5.00, 12.00)

0.431
0.506

0.468 0.667
0.634

0.650
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terms of localization accuracy and shape recovery. The antinoise 
experiment results showed that the KSAOPA method has good 
robustness against noise. The in vivo experimental results illus-
trated the feasibility and practicality of the KSAOPA method in 
medical research on live animals. Moreover, all experimental re-
sults indicated that the KSAOPA method outperforms the other 
three comparison methods, achieving more precise reconstruc-
tion outcomes.

However, although the KSAOPA method has demonstrated good 
performance in BLT reconstruction, it still has some limitations. 
First, some parameters used in the KSAOPA method require 
manual adjustment, such as the sparsity level K; it is necessary to 
propose an adaptive parameter selection algorithm to automat-
ically adjust these parameters. Second, whether the KSAOPA 
method can be applied to other modalities of optical molecular 
tomography needs further verification to assess its universality. 

FIGURE 6    |    Results of the antinoise experiment.

FIGURE 7    |    Reconstruction results of the in vivo experiment.

TABLE 4    |    Quantitative results of in vivo experiment.

Method Real region center (mm) Reconstructed region center (mm) LE (mm) DICE

IVTCG (19.60, 13.50, 22.30) (19.064, 12.596, 22.151) 1.062 0.256

GWLP (19.60, 13.50, 22.30) (19.201, 12.635, 22.184) 0.959 0.144

K-LIMAPS (19.60, 13.50, 22.30) (19.659, 14.005, 22.816) 0.725 0.165

KSAOPA (19.60, 13.50, 22.30) (19.635, 13.634, 22.638) 0.365 0.726
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Additionally, the potential of the KSAOPA method in clinical 
applications of BLT should be further evaluated. Therefore, in 
future work, we need to address these limitations and refine the 
KSAOPA method. For instance, the issue of manual parameter 
selection should be resolved, and the universality of the KSAOPA 
method should be verified. By addressing these limitations, the 
method can play a greater role in biomedical clinical research.

In summary, we proposed a dictionary learning method based 
on KSAOPA to enhance the accuracy of BLT reconstruction. By 
alternately performing sparse coding and dictionary update, the 
KSAOPA method not only alleviates the ill-posedness of the prob-
lem and ensures the sparsity of the solution, but also optimizes 
the system matrix and reduces reconstruction errors. We assessed 
the performance of this method by designing a series of numeri-
cal simulation experiments and in vivo experiments, comparing 
it with other reconstruction methods. The experimental results 
show that the KSAOPA method has superior performance in lo-
calization accuracy and shape recovery, and has good robustness 
and in vivo practicability in BLT reconstruction. This method 
improves reconstruction precision and can obtain more accurate 
and stable reconstruction results. We believe that our method will 
be beneficial to various biomedical clinical studies of BLT.
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