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A B S T R A C T   

Background and objective: Bioluminescence Tomography (BLT) is a powerful optical molecular imaging technique 
that enables the noninvasive investigation of dynamic biological phenomena. It aims to reconstruct the three- 
dimensional spatial distribution of bioluminescent sources from optical measurements collected on the surface 
of the imaged object. However, BLT reconstruction is a challenging ill-posed problem due to the scattering effect 
of light and the limitations in detecting surface photons, which makes it difficult for existing methods to achieve 
satisfactory reconstruction results. In this study, we propose a novel method for sparse reconstruction of BLT 
based on a preconditioned conjugate gradient with logarithmic total variation regularization (PCG-logTV). 
Method: This PCG-logTV method incorporates the sparsity of overlapping groups and enhances the sparse 
structure of these groups using logarithmic functions, which can preserve edge features and achieve more stable 
reconstruction results in BLT. To accelerate the convergence of the algorithm solution, we use the preconditioned 
conjugate gradient iteration method on the objective function and obtain the reconstruction results. We 
demonstrate the performance of our proposed method through numerical simulations and in vivo experiment. 
Results and conclusions: The results show that the PCG-logTV method obtains the most accurate reconstruction 
results, and the minimum position error (LE) is 0.254mm, which is 26%, 31% and 34% of the FISTA (0.961), 
IVTCG (0.81) and L1-TV (0.739) methods, and the root mean square error (RMSE) and relative intensity error 
(RIE) are the smallest, indicating that it is closest to the real light source. In addition, compared with the other 
three methods, the PCG-logTV method also has the highest DICE similarity coefficient, which is 0.928, which 
means that this method can effectively reconstruct the three-dimensional spatial distribution of bioluminescent 
light sources, has higher resolution and robustness, and is beneficial to the preclinical and clinical studies of BLT.   

1. Introduction 

Bioluminescence imaging (BLI) is a rapidly developing optical mo-
lecular imaging technique that utilizes intrinsic optical signals generated 
by the organism without the need for external stimulation [1]. BLI can 
provide two-dimensional planar signals, but it cannot capture essential 
information such as the three-dimensional position and shape of the 
light source [2]. To better locate and quantify the three-dimensional 
distribution of bioluminescent sources in vivo, bioluminescence tomog-
raphy (BLT) has been developed [3]. BLT can reconstruct the distribu-
tion of bioluminescent sources from the measured luminous flux on the 
surface based on the photon propagation model and visualize the 
structure and lesions of animals [4,5]. To date, BLT has demonstrated a 

range of practical applications, including monitoring physiological 
processes at molecular and cellular levels [6,7]. Compared to other 
molecular imaging modalities, BLT has the benefits of low cost, 
non-invasiveness, and high sensitivity, making it a powerful tool for 
tumor monitoring and disease pathogenesis research [8–10]. 

Light source localization and morphological reconstruction pose 
significant challenges in practical biological applications of BLT. How-
ever, BLT is inherently an ill-posed problem due to the scattering effect 
of light and the limited detection of surface photons. These factors 
contribute to the poor accuracy of the reconstruction process [11,12]. 
Therefore, methods to reduce ill-posedness and improve reconstruction 
accuracy are essential and still under development. In 2004, Wang et al. 
theoretically demonstrated that the reconstruction problem generally 
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does not have a unique solution. They highlighted that introducing 
sufficient prior information is crucial to obtaining a unique solution for 
the inverse problem [13]. The optical characteristic parameters of in-
ternal biological tissue, anatomical structure information of organisms, 
and the wide-spectrum characteristics of luminous molecular probes are 
all important prior information for light source reconstruction [14]. 
Currently, traditional reconstruction algorithms mainly improve the 
accuracy of reconstruction by introducing a large amount of prior in-
formation, such as multimodal strategies combined with CT or MRI [15, 
16], sparsity, multispectral data [17–19], feasible light source regions 
[20], and more. Among these, light source sparsity is a commonly uti-
lized prior information in reconstruction algorithms. Numerous algo-
rithms based on sparse regularization have been proposed and 
extensively adopted, including: L2-norm regularization (Tikhonov) [21], 
L1-norm regularization (Lasso) [22,23], and Lp-norm (p ∈ (0, 1)) regu-
larization (non-convex method) [24]. These methods are typically 
employed to mitigate the ill-posedness of the problem and obtain 
approximate pseudo-solutions for inverse problems. 

Although these algorithms can improve the positioning accuracy of 
light sources, they also have some drawbacks. For example, applying L2- 
norm regularization can result in a reconstruction that is overly smooth 
[25], and applying L1/Lp-norm regularization can yield a reconstruction 
that is excessively sparse [26], which affects the accuracy of light source 
shape recovery. 

Total variation (TV) regularization is a commonly used penalty 
function in sparse signal processing. It was initially proposed in [27] and 
has gained significant popularity due to its remarkable ability to pre-
serve edges. TV is widely used in denoising [28–31], deconvolution [32, 
33], reconstruction [34], nonlinear decomposition [35], and compres-
sion sensing [36]. In practical applications, tumor boundary information 
and morphological features play a vital role in achieving satisfactory 
reconstruction. To ensure the preservation of edge information and 
discontinuities in BLT reconstruction, TV regularization is commonly 
employed as the penalty function [37,38]. With TV regularization, the 
emphasis is not on the magnitude of the penalty solution itself, but 
rather on the magnitude of its variation. Unlike L2-norm regularization, 
TV regularization does not smooth edges and sharp transitions, filtering 
only components with high oscillation and variation. Therefore, TV 
regularization is expected to provide better resolution and more stable 
reconstruction than conventional regularization techniques. However, it 
also has drawbacks. Smooth regions in the original image are recovered 
as piecewise smooth regions in TV regularization-based solutions, which 
can introduce trapezoidal artifacts or artificial contours in the image 
[39]. 

In this paper, we propose a preconditioned conjugate gradient with a 
logarithmic total variation regularization method (PCG-logTV) for 
sparse BLT reconstruction. Our method utilizes Total Variation (TV) 
regularization as a smoothing penalty function, enabling the preserva-
tion of edge information and discontinuities during BLT reconstruction. 
Additionally, considering the sparse group characteristics of the light 
source distribution, we assume that the derivative of the bioluminescent 
source distribution points exhibits not only sparsity but also a structured 
sparsity in a simple form [40]. Therefore, the PCG-logTV method in-
corporates the sparsity of overlapping groups and uses a logarithmic 
function to enhance group structure sparsity [41]. This function allows 
for larger variance differences within the group and suppresses small 
estimation components, effectively reducing the occurrence of trape-
zoidal artifacts commonly observed in TV regularization-based solu-
tions. The preconditioned conjugate gradient (PCG) iteration method is 
applied to the formulated objective function [42], resulting in a stable 
reconstruction result. To verify our method, we perform a series of nu-
merical simulations and in vivo experiment and compare with the fast 
iterative shrinkage thresholding algorithm (FISTA) method based on 
L1-norm [43], the incomplete variable truncated conjugate gradient 
(IVTCG) method based on L1-norm [44], and the regularized recon-
struction based on joint L1 and TV regularization (L1-TV) method [45]. 

The experimental results show that our method has achieved satisfac-
tory results in terms of reconstruction quality and accuracy. 

The rest of this paper is organized as follows: In Section 2, we 
introduce the BLT forward model, BLT inverse problem, and PCG-logTV 
method. In Section 3, we present the specific experiments and results, 
including numerical simulations and in vivo experiment. In Section 4, we 
discuss and conclude our work. 

2. Methodology 

2.1. Photon propagation model of BLT 

BLT reconstruction using the numerical model-based method usually 
solves an approximation of the radiative transfer equation (RTE) model, 
such as the diffusion equation (DE), to obtain the forward result of BLT. 
The steady-state DE and Robin boundary condition can be written as 
follows [46]: 
{
− ∇[D(x)∇Φ(x)] + μα(x)Φ(x) = S(x), x ∈ Ω
Φ(x) + 2εD(x)[v(x)⋅∇Φ(x)] = 0, x ∈ ∂Ω (1)  

where Ω is the domain of the imaged object; ∂Ω is the boundary of Ω; S 
(x) is the power density of the internal bioluminescence source; Φ(x) 
represents the photon fluence rate; v denotes the unit outer normal at 
boundary ∂Ω. D(x)represents the diffusion coefficient that can be 
calculated by D(x) = 1/3(μα(x) + μ′

s(x)), in which μα(x) is the optical 
absorption coefficient and μ′

s(x) is the reduced scattering coefficient. 
Since the whole process of BLT is conducted in dark and airtight 

conditions, no light comes from the outside to the imaging environment, 
so the Robin boundary condition is used, which is given by [47]: 

Φ(x) + 2Fbm(x; n, n′)D(x)[v(x)∇Φ(x)] = 0, x ∈ ∂Ω (2)  

where Fbm is the boundary mismatch factor between the biological tis-
sues and the surrounding medium, n is the refractive indices within ∂Ω, 
n′ is the refractive indices of the surrounding medium. 

According to the Robin boundary condition, the theoretical value of 
light intensity density transmitted from the biological body surface can 
be deduced as follows: 

Γ(x) = − D(x)[v(x)∇Φ(x)] =
Φ(x)

2Fbm(x; n, n′)
, x ∈ ∂Ω (3) 

By applying the variational principle and finite element method to 
the above photon transmission model, the following linear relationship 
between the light intensity density distribution on the surface of the 
born object and the unknown light source distribution in the body can be 
derived: 

Φmeas = AX (4)  

where X is a N × 1 fluorescence yield, A is a M × N system matrix, and 
the known measurement M × 1 vector Φmeasrepresents the photon 
density on the surface. 

2.2. BLT reconstruction based on PCG-logTV method 

The inverse problem based on Eq. (4) can be converted into an 
optimization problem using the PCG-logTV method. The cost function 
we aim to minimize consists of two parts: a data-fitting term and a 
penalty term, as follows: 

X∗ = argmin
X

{
1
2

AX − Φ2
2 + λlog

(
∅TV (CX)

)
}

(5)  

whereλ is the penalty weighting factor, C ∈ RK × RN, with K being the 
number of pixels in Xand N being the number of neighboring pixel pairs. 
As a penalty item, log-TV regularizer is used to encourage sparse group 
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structure, allow more variance differences within the group, and sup-
press small estimated components, thus reducing the trapezoidal arti-
facts that often occur in solutions based on TV regularization. 

TV regularization defined as follows [48]: 

TV(X) =
∑

K

⃒
⃒xa(k) − xb(k)

⃒
⃒ ≈

∑

K

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

[CX]2k + δTV

√

(6)  

where a(k) and b(k) are pixel indices corresponding to the kth neigh-
boring pixel pair in the X, δTV is tends to round off sharp edges when 
large. The trapezoidal artifacts often occur in TV regularization-based 
solutions [29]. In order to obtain higher quality reconstruction results, 
considering the sparse group characteristic of the light source distribu-
tion, it is assumed that the bioluminescent light source distribution point 
has a derivative, which is not only sparse but also a simple form of 
structured sparse. In this work, we use the function ∅TV defined by: 

∅TV(CX) =
∑

K

[
∑S− 1

s=0
|v(k + s)|2

]1/2

(7)  

where S is the size of the overlapping group, the transformation vk = Cxk 
computes nearest-neighbor differences. This function is used to promote 
group sparsity and preserve edges in 3D images. 

It is observed that for non-negative parameters, the square root 
function and logarithm are strictly concave, so any of its tangents are 
upper bounds; more formally, for any a ≥ 0anda′ > 0, z ≥ 0 and z′ > 0: 

̅̅̅
a

√
≤

̅̅̅̅
a′

√
+

a − a′

2
̅̅̅̅
a′

√

logz ≤ logz′ +
z − z′

z′

(8) 

Applying this inequality to ∅TV(CX) and logarithm function, the 
following equations can be obtained: 

∅TV(CX) =
1
2
∑

K

∑S− 1

s=0
|v(k + s)|2

∅TV (CXt)
+ D1

log
(
∅TV(CX)

)
=

∅TV(CX)
∅TV (CXt)

+ D2

(9)  

where tis the number of iterations, D1, D2 stand for a constant inde-
pendent of X. For the PCG-logTV method, the final optimization function 
can be expressed as: 

X∗ = argmin
X

{
1
2

AX − Φ2
2 +

λ
2∅TV(CXt)

∑

K

∑S− 1
s=0 |v(k + s)|2

∅TV(CXt)
+D

}

(10)  

where D stands for a constant independent of X. 
To lower the condition number of the system matrix and speed up the 

convergence of PCG-logTV, the PCG iteration method is employed to 
derive a computationally efficient, fast converging, algorithm to mini-
mize the cost function in Eq. (10). This method uses the gradient given 
by: 

AT ( AXt+1 − Φ
)
+ λCT diag

(
1

(
∅TV (CXt)

2

)

CXt+1 = 0 (11)  

the above equation can be viewed as AtX = b′, where At and b′ can be 
expressed as: 

At = ATA + λCTdiag

(
1

(
∅TV (CXt)

)2

)

C

b′ = AT Φ

(12) 

With the PCG iteration method, the preprocessing factor M needs to 

be introduced first, with the aim of reducing the condition number of the 
coefficient matrix to speed up the convergence. As for the determination 
of pretreatment factor M, the super-relaxation method (SOR) is used 
here, and the specific methods are as follows: 

W =

⎧
⎪⎪⎨

⎪⎪⎩

̅̅̅̅̅
Aij

ω

√

, (i = j)

0, (i ∕= j)

Z = W − 1(WTW + L
)

M =
1

(2 − ω)Z
T Z

(13)  

where L is the strictly upper triangular matrix of A, ω is the over-
relaxation factor, and the range of values is0 < ω < 2 [49]. 

Let the initial value of X be X0, calculate r0 = b′ − AtX0, and also can 
solve Mh0 = r0. Let p0 = h0, and the number of iterations for calculating 
AtX = b′ is d = 1, 2…, the iterative steps are as follows: 
⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

αd =

(
rd)T hd

(
pd)T Apd

Xd+1 = Xd + αdpd

rd+1 = rd − αdApd+1

Mhd+1 = rd+1

βd =

(
rd+1)Thd+1

(
rd)Thd

pd+1 = hd+1 + βdpd

(14)  

where Xd is the solution of the equation obtained at each iteration, rd is 
the residual at each iteration, and the rest of the variables are process 
variables at each iteration. The PCG-logTV method combines PCG and 
logTV to transform the inverse problem into a solution problem for a 
linear equation system, and effectively solves the linear equation system 
using the PCG method, thereby improving the overall solution effi-
ciency. However, the performance of the method is often sensitive to the 
selection of initial solutions and convergence criteria. Based on prior 
experience, we set the initial solution as: x0 = A†y, and the convergence 
criterion is set to: AXt + 1 − Φ2 ≤ err. 

Therefore, the complete procedure of the PCG-logTV method for BLT 
reconstruction is summarized in Algorithm 1. The reconstruction algo-
rithm was implemented using MATLAB (2016a) on a desktop computer 
with Intel® Core™ i5-1135G7 CPU (2.42 GHz) and 16.0 GB RAM. 

3. Experiments and results 

In order to evaluate the performance of the PCG-logTV method 
proposed in Section 2, a series of numerical simulations and one in vivo 
experiment were carried out, and compared with the FISTA, IVTCG, and 
L1-TV methods. This section mainly introduces four quantitative eval-
uation criteria, as well as the specific simulation experiments and in vivo 

Algorithm 1 
PCG-logTV  

Input: The system matrix A and the measured luminous flux vector Φ. 
Initialization: X0, tmax = 10, err = 1e − 5, t = 0, λ = 0.0005, overlap group size S = 3. 
Compute: b′ = ATΦ,C,At. 
While AXt + 1 − Φ2 > err or t < t max do 

Step1: Xt + 1 = Xt 

Step2: while Xt + 1does not satisfy PCG stopping criterion do Xt + 1: PCG iteration for 
AtX = b′, initialized at Xt + 1 

end while. 
Step3: t = t + 1 
End while 
Output: X = Xt + 1  
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experiment settings and results. 

3.1. Evaluation Metrics 

To better evaluate the performance of the method in terms of 
reconstruction quality and accuracy, the Location error (LE) [50], Dice 
similarity coefficient (DICE) [51], Root Mean Square Error (RMSE) [52] 
and relative intensity error (RIE) [53] are adopted as quantitative 
evaluation metrics. 

LE is the Euclidean distance between the reconstructed source center 
and the true source center. The definition is as follows: 

LE = ‖ Lr − Lt ‖2 (15)  

where Lr and Lt represent the centers of the reconstructed target and the 
true target, respectively. The closer the LE is to 0, the higher the posi-
tioning accuracy. 

The DICE coefficient is employed to evaluate the spatial structure 
similarity of the reconstructed source and the true source, which is 
defined as follows: 

DICE = 2
|Rr ∩ Rt|

|Rr | + |Rt|
(16)  

where Rr and Rt represent the regions of the reconstructed target and the 
real target, respectively, DICE index ranges from 0 to 1. The closer the 
DICE is to 1, the higher the similarity between the reconstructed target 
and the real target. 

The RMSE is defined as: 

RMSE =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅∑
N(Xr − Xt)

N

√

(17)  

where N is the number of nodes, Xr is the reconstructed bioluminescent 
source yield, and Xtis the ground truth. The RMSE is a measure of the 
difference between reconstructed and expected values. The smaller the 
RMSE, the better the reconstruction result. 

RIE is used to evaluate the relative intensity error between the 
reconstructed bioluminescent source intensity and the actual source 
intensity: 

RIE =
|Ir − It|

It
(18)  

where Ir and It represent the intensity of the reconstructed source and the 
true source. The closer the RIE is to 0, the better the intensity recovery of 
the reconstructed source. 

3.2. Numerical simulation experiments 

The non-uniform cylinder simulation object is shown in Fig. 1A. The 
cylinder has a radius of 10 mm and a height of 30 mm. The geometric 
model consists of five organs: heart, bone, liver, lung, and muscle, and 
the optical parameters of each organ are shown in Table 1. In the model, 
a small spherical radiation source with a diameter of 1mm is placed to 
represent the tumor. The photon wavelength is set to 650 nm to ensure 
proper penetration. In the reconstruction process, the anthropomorphic 
model is discretized into uniform tetrahedral meshes using the COMSOL 
multi-physical platform [54], which includes 4626 nodes and 25840 
tetrahedral elements, as shown in Fig. 1B. To obtain forward simulation 
data, we use the Monte Carlo method to simulate the bioluminescence 
distribution of tissue surface using a molecular optical simulation 
environment (MOSE) [55]. The forward simulation results are shown in 
Fig. 1C. 

Three groups of simulation experiments are carried out, and the 
forward simulation results are obtained by using MOSE software, and 
then the data near the light source are collected for reconstruction. 

3.2.1. Single-source simulation result 
In the single-source simulation, we placed a 1 mm radius sphere in 

the phantom to simulate the light source, with the center coordinates at 
(6, 5, 26) mm. Fig. 2A-D shows the reconstruction results of a single light 
source. The 3D reconstruction and the axial plane shape demonstrate the 
effectiveness of our proposed method. Table 2 presents the quantitative 
analysis results of the four methods. The experimental results show that 
compared with the FISTA, IVTCG, and L1-TV methods, the PCG-logTV 
method has a smaller LE, which means that the reconstructed light 
source position is closer to the actual light source position. And there is a 
larger DICE, up to 0.883, which is 1.68times of FISTA, 1.46times of 
IVTCG and 1.57times of L1-TV, which indicates that the reconstructed 
light source area overlaps the actual light source area better. In addition, 
this method also has smaller RMSE and RIE, indicating that the pre-
dicted value of the reconstructed light source has a smaller error in 

Fig. 1. A is a single-source phantom. B is tetrahedral mesh of physical model in BLT inverse problem. C is the surface bioluminescence distribution in the single light 
source simulation. 

Table 1 
. Optical parameters of tissues and organs in a nonhomogeneous cylinder  

Tissue μα(mm− 1) μs(mm− 1) g 

Muscle 0.0052 10.80 0.90 
Heart 0.0083 6.733 0.85 
Lung 0.0133 19.70 0.90 
Liver 0.0329 7.000 0.90 
Bone 0.0060 60.09 0.90  
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intensity compared to the actual light source, and the intensity recovery 
of the reconstructed source is better. Therefore, the PCG-logTV method 
can reduce positional errors, improve average positioning accuracy, and 
largely reconstruct the spatial structure of the actual light source. 

3.2.2. Dual-source simulation result 
In the dual-source simulation, we placed two 1 mm radius spheres in 

the phantom, with the center coordinates at (-7, 5, 5) mm and (-7, 5, 12) 
mm, respectively. To assess the dual-source reconstruction ability of 

PCG-logTV, we compared the reconstruction performance of PCG-logTV 
with other methods mentioned above. Fig. 2E-H illustrates the recon-
struction results of dual light source simulation, and Table 3 reports the 
corresponding quantitative analysis results. According to the experi-
mental results, the PCG-logTV method has smaller LE, RMSE, RIE, and 
larger DICE coefficients compared to other methods. This also indicates 
that the method has good light source localization and light source in-
tensity reconstruction capabilities in the presence of different sources, 
and can accurately distinguish the positions of multiple light sources. At 

Fig. 2. comparison results of the light source simulation experiment (3D view and sectional view). A shows the reconstruction results of the PCG-logTV method for 
single source experiments. B-D are the results obtained by the L1-TV method, IVTCG method and FISTA method for the single-source experiment. E-H presents the 
results reconstructed by PCG-logTV, L1-TV, IVTCG and FISTA methods for the dual-source experiment. The red sphere in the cylindrical model represents the location 
of the true source, and the black circle on the axial view represents the true source under the axis view. 

Table 2 
Quantitative results in single-target simulation  

Method True (mm) Results (mm) LE (mm) DICE RMSE RIE 

FISTA (6.0,5.0,26.0) (6.742 5.591 25.847) 0.961 0.524 0.00419 0.980 
IVTCG (6.0,5.0,26.0) (5.602 5.082 26.701) 0.810 0.605 0.00204 1.062 
L1-TV (6.0,5.0,26.0) (5.768,5.203,26.672) 0.739 0.571 0.00147 0.715 
PCG-logTV (6.0,5.0,26.0) (5.830,4.926,25.813) 0.254 0.883 0.00072 0.194  
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the same time, the DICE coefficient results also indicate that the method 
has good spatial structure recovery ability. 

3.2.3. Anti-noise experiment 
To verify the stability of the PCG-logTV method, we conducted an 

anti-noise experiment. We used the single-source simulation as an 
example, with the light source coordinates at (6, 5, 26) mm, and added 
5%, 10%, 15%, and 20% Gaussian noise to examine the impact on the 
PCG-logTV reconstruction results. Fig. 3 shows the changes in the four 
indicators under no noise and four Gaussian noise levels. According to 
the line chart corresponding to each indicator in Fig. 3, it can be seen 
that in the four sets of experiments, the relative changes of LE, DICE, 
RIE, and RMSE are relatively small, indicating that the method is robust 
to noise. 

3.3. In vivo BLT reconstruction 

To evaluate the practicability of our method in vivo imaging, we 
performed an in vivo xenograft mouse experiment. All experimental 
procedures were approved by the Animal Ethics Committee of North-
west University of China. We used an adult BALB/C mouse for the in vivo 
experiment. We anesthetized the mouse with 3% isoflurane-air mixture 
during animal surgery. 

In this experiment, we imaged the adult nude mouse by a dual mode 
tomography system. To collect bioluminescence images, we used a 650 
nm band-pass filter, operated the EMCCD player (IxonUltra888) at, set 
the exposure time to 1 second and no gain value. To obtain the 
anatomical structure, we used a miniature CT system (tube voltage 

Table 3 
Quantitative results in dual-target simulation  

Method True Results LE DICE RMSE RIE 
(mm) (mm) (mm) 

FISTA (-7.0,5.0,5.0) (-6.794,4.482,4.503) 0.747 0.509 0.00507 0.730 
(-7.0,5.0,12.0) (-7.529,5.607,11.540) 0.927 0.346 0.00362 1.017 

IVTCG (-7.0,5.0,5.0) (-6.419,5.579,4.795) 0.846 0.472 0.00283 0.893 
(-7.0,5.0,12.0) (-6.732,5.338,12.619) 0.745 0.583 0.00214 0.856 

L1-TV (-7.0,5.0,5.0) (-7.381,5.620,4.847) 0.744 0.481 0.00291 0.739 
(-7.0,5.0,12.0) (-7.305,5.571,11.782) 0.612 0.519 0.00195 0.624 

PCG-logTV (-7.0,5.0,5.0) (-6.820,4.860,4.765) 0.326 0.675 0.00208 0.176 
(-7.0,5.0,12.0) (-6.90,4.539,12.015) 0.472 0.667 0.00185 0.151  

Fig. 3. Anti-noise experiment of BLT reconstruction.  

Fig. 4. The schematic diagram of a device structure of a dual-mode system.  

Table 4 
Optical parameters of tissues and organs in vivo mouse experiment.  

Tissue μα(mm− 1) μs(mm− 1) g 

Muscle 0.016 5.10 0.9 
Heart 0.011 10.53 0.86 
Lung 0.002 15.25 0.90 
Liver 0.065 7.23 0.90 
Stomach 0.012 24.72 0.90 
Kidney 0.036 22.46 0.90  
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60kvp, X-ray power of 40W) for CT imaging. Fig. 4 shows the schematic 
diagram of the device structure of a BLT/micro-CT dual-mode system. 

Next, we processed the collected data, and segmented the main or-
gans, including muscle, lung, heart, stomach, liver, and kidney, ac-
cording to the CT image, and integrated them into the mouse trunk 
model. Finally, we matched and registered the bioluminescence images 
to the surface of the mouse trunk model. Table 4 [56] shows the optical 
parameters of different organs used in the in vivo xenograft mouse 
experiment. We discretized the mouse model into 6869 nodes and 30659 
tetrahedral elements for reconstruction, as Fig. 5 illustrates. The coor-
dinate of the implanted real source was (14.5, 8.0, 22.6) mm. To assess 
the feasibility of this method in vivo, we also compared PCG-logTV with 
the other three algorithms mentioned above. 

Table 5 presents the quantitative analysis of the reconstruction re-
sults of different methods, and Fig. 6 displays the three-dimensional and 
cross-sectional views. The quantitative analysis results indicate that 
compared with other methods, PCG-logTV outperforms all other 

methods in terms of indicators. FISTA method has poor ability in light 
source localization and light source intensity reconstruction, IVTCG 
method lacks good spatial structure recovery ability, and L1-TV method 
also performs poorly in light source intensity reconstruction. However, 
in the PCG-logTV method, the positional error between the recon-
structed source and the actual source is relatively small, and a reason-
able source shape is obtained, with a maximum overlap Dice of 0.928. 
The smaller RIE and RMSE indicate that PCG-logTV has a better 
reconstruction effect on light source intensity. The results demonstrate 
that the PCG-logTV method can effectively locate and recover light 
sources in space, and the reconstructed source has a clear shape. In 
addition, this method can effectively reduce the artifact area of recon-
struction and has good reconstruction accuracy. This suggests that the 
PCG-logTV method has good practicability. 

4. Discussion 

BLT is a fast-growing endogenous three-dimensional imaging tech-
nology that can reconstruct the distribution of bioluminescent light 
sources by measuring surface luminous flux. However, due to the ill- 
posed nature of the reconstruction problem, the reconstruction quality 
is severely degraded. In this study, we propose a PCG-logTV method to 
overcome the ill-posedness of the BLT problem and achieve sparse 
reconstruction of BLT. This method combines TV regularization and 
logarithmic function. The TV regularization serves as a penalty function 
that effectively preserves edge information and discontinuity in BLT 
reconstruction. This ensures that the reconstructed images maintain 
sharpness and accuracy. Additionally, the logarithmic function is 
employed to avoid the trapezoidal artifacts commonly observed in total 
variation solutions. To reduce the condition number of the inverse 
problem and accelerate the convergence rate of the solution, we use the 
preconditioned conjugate gradient iterative method for the final objec-
tive function. This helps achieve faster and more stable reconstructions. 

To assess the performance of the PCG-logTV method, we performed 
three sets of numerical simulations and an in vivo xenotransplantation 
experiment. quantitatively compared the results with other traditional 
reconstruction algorithms, namely FISTA, IVTCG, and L1-TV methods. 
The simulation experiments involving single-source and double-source 
demonstrate that the PCG-logTV method can accurately recover the 
shape and spatial location of light sources. The noise-resilience 

Fig. 5. The in vivo mouse model is shown in Fig. 5A, and Fig. 5B shows the 
distribution of the light source at a certain location in the mouse body 

Table 5 
Quantitative analysis of in vivo reconstruction results  

Method True (mm) LE (mm) DICE RMSE RIE 

FISTA (14.5, 8.0, 22.6) 0.915 0.439 0.00794 0.852 
IVTCG (14.5, 8.0, 22.6) 0.823 0.476 0.00725 0.679 
L1-TV (14.5, 8.0, 22.6) 0749 0.651 0.00908 0.571 
PCG-logTV (14.5, 8.0, 22.6) 0.330 0.928 0.00353 0.206  

Fig. 6. Reconstruction results of different methods in vivo experiment. The black circles on the section diagram represent the actual source.  
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experimental results show that the PCG-logTV method is robust against 
noise. Furthermore, the in vivo experiment confirms the superior per-
formance of the PCG-logTV method in all aspects, thus proving its 
feasibility for reconstructing light sources in living mouse. 

However, despite the significant improvements achieved by the PCG- 
logTV method, it does have some limitations. Firstly, the linear search 
used in the PCG method increases the computation time of each itera-
tion. Secondly, due to the addition of preprocessing conditions, the se-
lection of the overrelaxation factor relies on experience, introducing 
subjectivity. Lastly, there may be some discrepancy between the shape 
of the reconstructed light source and the true light source. Therefore, 
further improvements to the algorithm’s performance, a reduction in the 
number of iterations, and consideration of the actual light source’s 
shape and overall structural information are needed. 

5. Conclusion 

In summary, we propose a PCG-logTV method that combines TV 
regularization and logarithm function for sparse reconstruction of BLT. 
The PCG-logTV method greatly reduces the ill-posedness of BLT recon-
struction and avoids the staircase artifacts often seen in total variational 
solutions. We validate the algorithm through a series of numerical 
simulations and an in vivo xenograft mouse experiment, and compare it 
with other traditional reconstruction algorithms. The experimental re-
sults show that the PCG-logTV method exhibits excellent spatial posi-
tioning accuracy and shape recovery performance. This method 
effectively enhances the quality and accuracy of reconstruction results, 
achieving sparser and more stable reconstruction outcomes. We believe 
that this novel method will contribute to improving BLT reconstruction 
performance and facilitating various preclinical applications of BLT. 
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