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Abstract— Point cloud classification is a fundamental problem
in 3-D point cloud analysis. However, most existing methods
are supervised, which requires costly and laborious annotations
of large-scale point cloud datasets. This severely limits the
practical applicability of point clouds. Therefore, exploring point
cloud clustering methods, which can group point clouds into
semantically meaningful clusters in an unsupervised manner,
is of great importance. However, this remains a formidable
challenge for humans. Here, we present PointCluster, a novel
framework for deep clustering of 3-D point clouds. To enable
accurate and reliable self-supervision for the clustering process,
the framework introduces two semantic pseudo-labeling algo-
rithms: prototype pseudo-labeling and reliable pseudo-labeling.
We devise a three-step training process for the clustering net-
work. First, we adopt a cross-modal representation learning
approach to optimize the feature model. Second, we freeze
the network parameters of the feature model and apply the
prototype pseudo-labeling algorithm to optimize the clustering
heads separately. Third, we use the reliable pseudo-labeling
algorithm to jointly train the feature model and the clustering
head in a semi-supervised manner, which enhances the overall
clustering performance. The experimental results demonstrate
that PointCluster achieves the state-of-the-art clustering results
on public datasets such as ShapeNet. Moreover, our method
narrows the gap between unsupervised point cloud clustering and
supervised point cloud classification, offering a new perspective
for the point cloud classification task.

Index Terms— Point cloud clustering, self-supervised learning,
unsupervised point cloud classification.

I. INTRODUCTION

VARIOUS forms of 3-D data can be easily collected with
the advancement of 3-D acquisition technology. These

include meshes, point clouds, depth images, and others. These
data formats provide a more realistic and natural representation
of objects and scenes in 3-D space than 2-D images. As a
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consequence, point cloud processing has attracted considerable
attention in various emerging fields, such as autonomous
driving, robotics, and virtual reality.

Point cloud classification, a fundamental but critical step in
many point cloud analysis applications, aims to assign pre-
determined semantic tags (such as aircraft, tables, and lights)
to the cluttered point cloud. The rapid advancement of deep
neural networks (DNNs) has facilitated a breakthrough in point
cloud processing. The pioneer work, PointNet [1], directly
applied neural networks to handle discrete and irregular point
cloud data for classification and other tasks. A large amount of
research on 3-D point cloud analysis using DNNs has emerged
since then. Recent advances in neural networks specifically
designed for raw 3-D point clouds have achieved considerable
progress in various point cloud processing tasks [2], [3], [4],
[5], [6], [7], [8]. However, these techniques rely heavily on
large manually annotated datasets [9], [10], [11] to train the
network, which poses significant challenges for subsequent
applications of point clouds. The process of manually annotat-
ing datasets is often time-consuming, arduous, and error-prone.
Moreover, the network models trained on manually labeled
data may have limited generalization capacity. Therefore, it is
essential to develop neural networks that can learn discrimi-
native feature representations of point clouds without human
supervision and cluster them into semantically meaningful
clusters. This problem remains challenging for humans at
present.

Motivated by the above goal, unsupervised representa-
tion learning for point clouds has drawn extensive attention
recently. The approaches aim to learn robust and discrim-
inative feature representations without the need for labeled
samples. A wide range of self-supervised learning tasks, also
known as pretext tasks, are proposed in [12], [13], [14],
[15], [16], [17], [18], [19], [20], [21], and [22] to achieve
this. The learned feature representations can be transferred to
diverse downstream tasks as prior or auxiliary information,
thereby alleviating the time-consuming and laborious man-
ual labeling work. The existing unsupervised representation
learning approaches for point clouds can be broadly classified
into three categories according to the type of pretext tasks:
generation-based methods [16], [17], [18], [19], context-based
methods [12], [13], [14], [15], and multiple modality-based
methods [20], [21], [22]. Recent advances in unsupervised
point cloud representation learning have exhibited remarkable
efficacy. The unsupervised representation learning approach,
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however, is only the first part of the two-stage train-
ing pipeline. In the second stage, the downstream task
still requires manual annotations for supervised training.
Without ground-truth labels, downstream tasks cannot be
accomplished.

To overcome the challenges mentioned above, point cloud
clustering aims to automatically group 3-D point cloud sam-
ples into semantically meaningful clusters without relying
on ground-truth labels. As a classic problem in machine
learning, clustering serves as a vital preprocessing step
for various applications, such as anomaly detection, robotic
vision, and autonomous driving. Many traditional clustering
methods, such as K-means++ [23], SC [24], and ac [25],
have been widely studied and applied to data clustering.
However, these methods depend on predefined distance met-
rics, which can be challenging to determine for complex
point cloud datasets, leading to suboptimal performance.
Deep clustering of 3-D point clouds remains largely unex-
plored to the best of our knowledge, with only a few
related works. By assigning pseudo-labels to point cloud
samples with clustering algorithms, some unsupervised rep-
resentation learning methods [26], [27] integrate traditional
clustering methods, such as K-means++ [23], to learn
useful feature representations for downstream tasks. There-
fore, there is an urgent need for a superior 3-D point
cloud clustering approach that can automatically group point
clouds into semantically meaningful clusters without labeled
samples.

Deep clustering has drawn significant attention in the field
of 2-D image analysis in recent years. Several methods [28],
[29], [30], [56], [57] have demonstrated their effectiveness in
grouping image datasets into meaningful clusters without the
need for human annotations. One of the successful approaches
is SPICE [30], which achieves significant improvement in the
performance of image clustering. Inspired by this achievement,
we present PointCluster, a novel framework for deep clustering
of 3-D point clouds. Two crucial aspects must be considered
for clustering: instance-level similarity and cluster-level differ-
ence. Thus, samples in the same cluster should be as similar as
possible, while samples in different clusters should be clearly
distinguished. The core idea of our approach is to use a
pseudo-labeling algorithm to leverage both the instance-level
similarity and the cluster-level difference to achieve accurate
and reliable self-supervision of network training. As illustrated
in Fig. 1, our method consists of two components: the feature
model, which measures the instance-level similarity, and the
clustering head, which identifies the cluster-level difference.
We design a three-step training strategy for point cloud
clustering.

1) We adopt a representation learning approach to optimize
the feature model and extract semantically meaningful
features.

2) After freezing the network parameters of the feature
model trained in the previous step, we propose a
prototype pseudo-labeling algorithm to consider both
the instance-level similarity and the cluster-level differ-
ence and train the clustering head separately under the

Fig. 1. Proposed PointCluster framework synergizes both the instance-level
similarity and the cluster-level differences using the pseudo-labeling algorithm
to train the clustering network.

expectation–maximization (EM) framework to predict
the cluster semantics.

3) To further enhance the clustering performance, we pro-
pose a reliable pseudo-labeling algorithm to filter out
a subset of reliable pseudo-labels and jointly optimize
the feature model and the clustering head in a semi-
supervised manner.

Extensive experiments on public datasets demonstrate that
our approach achieves the state-of-the-art clustering results
and even outperforms some classical supervised point cloud
learning methods. We summarize the main contributions of
this article as follows.

1) We introduce PointCluster, a novel framework for deep
clustering of 3-D point clouds, which achieves accurate
and reliable self-supervision for clustering by syn-
ergizing the instance-level feature similarity and the
cluster-level difference.

2) We propose two semantic pseudo-labeling algorithms:
prototype pseudo-labeling and reliable pseudo-labeling.
The prototype pseudo-labeling algorithm identifies pro-
totypes for training the clustering head in an EM
framework, and the reliable pseudo-labeling algorithm
filters reliable samples for the joint training stage to
further enhance the clustering performance.

3) Extensive experiments on various benchmark datasets
demonstrate that our PointCluster outperforms exist-
ing state-of-the-art clustering methods and significantly
narrows the performance gap between point cloud clus-
tering and supervised point cloud classification.

II. RELATED WORKS

In this section, we provide a brief overview of the related
research in two domains: supervised learning on 3-D point
clouds and unsupervised representation learning.

A. Supervised Learning on 3-D Point Clouds

The 3-D point clouds are a distinctive data type that
differs significantly from 2-D images. The irregularity and
discreteness of 3-D point clouds in 3-D space pose chal-
lenges for learning point cloud representations and performing
downstream tasks. PointNet [1], a pioneering work in this
field, directly operates on raw 3-D point clouds without any
preprocessing. Its network design employs shared multilayer
perceptrons (MLPs) to learn features for each point inde-
pendently and fuses these features via pooling operations
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to learn the point cloud representation. However, it can-
not capture the local structure of point clouds, which is
essential. Since then, the field of 3-D point cloud analysis
has undergone rapid development [4], [5], [7], [15], [34].
PAConv [6] is one of the most outstanding convolution-based
methods, which is a general convolution operation for 3-D
point cloud processing that handles irregular and unordered
point clouds effectively. It constructs convolution kernels by
dynamically assembling basic weight matrices, whose coeffi-
cients are adaptively learned based on point positions. It can
be integrated into simple MLP-based point cloud pipelines
without changing the network configuration and achieve highly
competitive performance. Attention-based methods have also
demonstrated excellent ability in exploring the local structure
of point clouds [7], [17], [52]. Point Transformer v2 [52]
proposes group vector attention, improved position encoding,
and partition-based pooling to enhance point cloud learning,
which overcomes the limitations of previous attention-based
methods. A recent study [8] presents a new perspective that
replaces network architectures with “complex” local geometric
extractors with a pure residual MLP network equipped with a
lightweight geometric affine module to capture the features of
3-D point clouds. It outperforms many advanced methods in
accuracy (ACC) and boasts significant advantages in training
speed. Although the above methods have achieved remarkable
results in downstream tasks such as point cloud classification,
they rely on large amounts of manually annotated datasets
to train neural networks. In contrast to these methods, our
research aims to explore an effective unsupervised point cloud
clustering method.

B. Unsupervised Representation Learning

Owing to the high cost of large-scale manually annotated
datasets, unsupervised representation learning has attracted
increasing attention in recent years. Its aim is to learn robust
and transferable feature representations from unlabeled data,
reducing the dependence of downstream tasks on labels.
A variety of unsupervised representation learning techniques
for 3-D point clouds have been explored. Early unsupervised
learning works can be typically divided into two cate-
gories: autoencoder (AE)-based methods [16], [37], [38] and
generative adversarial network (GAN)-based methods [19],
[39], [40]. These methods learn feature representations by
accurately reconstructing input data with different network
architectures. However, most of them do not utilize the
local geometric information effectively, leading to subopti-
mal performance in downstream tasks such as classification.
Recently, contrastive learning has emerged as an effective
way to learn unsupervised representations [13], [14], [15],
[22], [41], [53]. Contrastive learning generates positive and
negative sample pairs for each instance. It then trains the
encoder by using contrastive loss to maximize the similarity
of the representations for positive pairs and minimize it for
negative pairs. Liu et al. [42] propose a novel point discrimina-
tive learning strategy for unsupervised representation learning
on 3-D point clouds. This strategy enforces the network to
generate consistent features for points within the same local
shape region and distinct features for points from differ-
ent local shape regions or randomly sampled noise points.

CrossPoint [22] devise a cross-modal contrastive learning
approach to learn more general and transferable 3-D point
cloud representations. It enables a 3-D–2-D correspondence
of objects in the invariant space while promoting invariance
to transformations in the point cloud modality. Some recent
studies have begun to focus on the masked AE framework [50],
[54], [55] by masking a part of a point cloud randomly and
training the AE to reconstruct the masked part, accomplishing
unsupervised pretraining of point clouds. Zhang et al. [54]
propose a novel pretraining framework of multiscale masked
AE, which enables hierarchical learning of 3-D point cloud
feature representations. Point-M2AE generates powerful 3-D
representations by encoding multiscale point clouds and recon-
structing the masked coordinates based on a global-to-local
upsampling scheme. Recent work [55] leverages rich 2-D
knowledge learned from pretrained models to guide the learn-
ing of 3-D features from point cloud data. Specifically, the
authors employ two image-to-point learning schemes in their
work, namely, 2-D guided masking before the encoder and
2-D semantic reconstruction after the decoder, to enhance
the quality of 3-D feature learning. With 2-D guidance, I2P-
MAE learns excellent 3-D representations and reduces the
demand for large-scale 3-D data. This work achieves state-of-
the-art performance in 3-D representation learning. In fact, our
proposed clustering strategy is related to unsupervised repre-
sentation learning methods. To obtain discriminative feature
representations for subsequent clustering processes, we use
the contrastive learning paradigm to train the feature model
during the initial training phase. Our framework is flexi-
ble and can accommodate any other representation learning
method.

III. METHOD

In this work, we investigate a point cloud dataset D =

{Pi }
N
i=1 where each point cloud Pi ∈ Rn×3. Our aim is to

develop a novel unsupervised clustering network for 3-D point
clouds, which can automatically cluster N point clouds in the
dataset D into K categories without any human supervision.
To achieve this, we propose PointCluster, a general framework
for deep clustering of 3-D point clouds, as illustrated in Fig. 2.
From a conceptual perspective, the framework consists of the
following two components: a feature model that measures the
instance-level similarity and a clustering head that identifies
the cluster-level differences. Given an input point cloud sample
Pi , the feature model F extracts the features fi = F(Pi ; θP),
which the clustering head C maps to the probability distribu-
tion pi = C( fi ; θC) over K categories. Here, θp and θC are the
trainable parameters of F and C , respectively. Furthermore,
we present two types of semantic pseudo-labeling algorithms,
which facilitate the generated pseudo-labels to provide accu-
rate and reliable self-supervision for the clustering process.

Specifically, the training process of our clustering frame-
work involves three steps. To effectively exploit the shape
features of the samples, we first construct positive and negative
sample pairs and then train the feature model F using a
novel cross-modal contrastive learning method. Subsequently,
we freeze the network parameters of the feature model
and train the clustering head C with our proposed proto-
type pseudo-labeling algorithm. Finally, we use our reliable
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Fig. 2. Pipeline of our framework. (a) Train the feature model by using unsupervised representation learning approach CrossPoint [22]. (b) Train the clustering
head while freezing the network parameters of the optimized feature model. (c) Jointly train the feature model and the clustering head in a semi-supervised
manner.
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pseudo-labeling algorithm to select reliable pseudo-labels and
jointly optimize the whole network in a semi-supervised
manner, which further enhances the clustering performance.
In this section, we will provide a detailed description of each
training stage in sequence.

A. Feature Model Training With Cross-Modal
Contrastive Learning

To obtain a feature model that can accurately measure
instance-level similarity, we adopt the cross-modal con-
trastive learning method CrossPoint [22] in this training stage,
as shown in Fig. 2(a). This method fuses the intramodal and
cross-modal contrastive learning objectives to learn represen-
tation features.

1) Intramodal Contrastive Learning on Point Clouds:
Intramodal contrastive learning is accomplished by taking the
transformation invariance of the point cloud as an efficient
pretext task. For each point cloud in the dataset, we generate
two augmented point clouds by applying different transforma-
tions to the same sample and regard them as a positive sample
pair, while the rest are negative sample pairs. The objective of
intramodal contrastive learning is to maximize the similarity
between positive pairs and minimize the similarity between
negative pairs.

Formally, given a 3-D point cloud Pi as input and a set
of point cloud geometric transformations T , we randomly
combine the transformations from T to generate two distinct
transformations, t1 and t2. Then, we apply them to the point
cloud Pi , producing two augmented point clouds, P t1

i and P t2
i .

The feature model FθP maps the two point clouds to a feature
space, and the projection head g∅P further projects the features
to an invariant space Rd , where instance-level contrastive
learning is performed. The resulting projected vectors are
denoted as zt1

i and zt2
i , where zt

i = g∅P (FθP (P t
i )). Here, the fea-

ture model FθP uses DGCNN [3], and the projection head g∅P

is a nonlinear MLP. The contrastive loss function employed in
this approach is the NT-Xent loss from SimCLR [43]. For the
positive sample pair of examples zt1

i and zt2
i , the loss function

can be computed as

L (i, t1, t2)

= − log
exp

(
s
(
zt2

i , zt2
i

)/
T

)∑M
k=1
k ̸=i

exp
(
s
(
zt1

i , zt1
k

)/
T

)
+

∑M
k=1 exp

(
s
(
zt1

i , zt2
k

)/
T

)
(1)

where M is the mini-batch size, T is the temperature param-
eter, and s(.) denotes the cosine similarity function. The
intramodal contrastive loss function L imid for a mini-batch
of point clouds can be expressed as

L imid =
1

2M

M∑
i=1

[
L (i, t1, t2) + L (i, t2, t1)

]
. (2)

2) Cross-Modal Contrastive Learning on Point Clouds: By
forcing 3-D point clouds to correlate to their rendered 2-D
images, cross-modal contrastive learning facilitates effective
representation learning on point clouds in an auxiliary manner.

In addition to the 3-D point cloud Pi , we also use its corre-
sponding rendered 2-D image Ii as another input modality.
The image feature model FθI is first applied to map Ii into
a feature space, and then, the projection head g∅I is used
to map the features into an invariance space. The projected
vector hi can be obtained by hi= g∅I

(FθI (Ii )). We adopt the
classic ResNet [44] as the image feature model FθI . For better
understanding of 3-D point clouds from the image pattern,
we compute the mean of the projected vectors zt1

i and zt2
i to

obtain the projected prototype vector zi of Pi . The contrastive
loss function C (i, z, h) for the positive pair of examples zi

and hi is defined as follows:

C (i, z, h)

= − log

 exp
(
s(zi , hi )

/
T

)∑M
k=1
k ̸=i

exp
(
s(zi , zk)

/
T

)
+

∑M
k=1 exp

(
s(zi , hk)

/
T

)
.

(3)

As in the preceding formula, s, M , and T denote the same
variables. We define the cross-modal loss function L cmid for
a mini-batch as follows:

L cmid =
1

2M

M∑
i=1

[
C (i, z, h) + C (i, h, z)

]
. (4)

The final loss function L is obtained by simply adding
L imid and L cmid, which enhances the representation learning
ability by incorporating the transformation invariance within
the point cloud modality and the 2-D–3-D cross-modal feature
correspondence.

It should be noted that the trained point cloud feature model
FθP will be transferred to the subsequent stage and used con-
tinuously. Moreover, the cross-modal contrast learning method
adopted in this article is flexible and can be replaced by any
other unsupervised representation learning approach.

B. Clustering Head Training With Prototype Pseudo-Labeling

In this training stage, we fix the network parameters of the
feature model optimized in the previous stage and optimize the
clustering head separately. Specifically, the input of the current
stage comprises the point cloud dataset D and the feature
model FθP optimized in the previous stage, with the goal of
optimizing the clustering head and predicting the clustering
labels {yi }

N
i=1 for point cloud samples. The clustering head C

here is a simple several-layer MLP that maps the features fi

to the probabilities, pi = C( fi ; θC), where fi = F(Pi ; θP).
Under the supervised setting clustering heads can be optimized
by minimizing the cross entropy (CE). However, since we
do not have the ground-truth labels of point cloud samples,
it is crucial to find ways to produce valuable supervisory
information for training the clustering heads. To tackle this
problem, we propose a prototype pseudo-labeling algorithm
that alternatively estimates pseudo-labels for a batch of point
cloud samples and optimizes the network parameters of the
clustering head.

Specifically, we perform two steps iteratively until conver-
gence under the EM expectation strategy: the expectation step
calculates {yi } given the clustering model parameters θC and
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the maximization step updates θC given {yi }. As shown in
Fig. 2(b), we design the training stage into three branches
inspired by contrastive learning as follows.

1) The first branch takes the primitive point clouds as inputs
and extracts the embedding features fi using the feature
model FθP .

2) The second branch takes the weakly transformed point
cloud samples as inputs, extracts their embedding fea-
tures using the same feature model, and then maps the
features to the probabilities pi over K clusters, which are
subsequently combined with fi to compute the pseudo
labels yi by the prototype pseudo-labeling algorithm.

3) The final branch takes the strongly transformed point
cloud samples as inputs and trains the clustering head
C with supervision using the generated pseudo-labels.

The feature model FθP and the clustering head C share
weights across the three branches. We elaborate the training
procedure in more detail next.

1) Prototype Pseudo-Labeling (E-Step): Given a batch of
point cloud samples D b, the top branch first extracts the
embedding features F = [ f1, f2, . . . , fM ]

T
∈ RM×D , where

M is the batch size and D is the feature dimension. The
middle branch calculates the probability distribution P =

[p1, p2, . . . , pM ]
T

∈ RM×K over the corresponding K clusters
for the weakly transformed samples α(D b), where α denotes
the weak transformation function for the point cloud sample.

After obtaining P and F , the top (M/K ) confident samples
and their corresponding embedding features are selected to
estimate the cluster prototypes for each cluster. Then, the
indices of these cluster prototypes are assigned to their neigh-
boring samples as the pseudo labels. Formally, we take the kth
cluster as an example to illustrate the top (M/K ) confident
point clouds for each cluster

ξk =

{
fi |i ∈ argtopk

(
P :, k,

M
K

)
∀i = 1, 2, . . . , M

}
(5)

where P :, k denotes the kth column of probability matrix
P and argtopk(P :, k, (M/K )) returns the indices of the top
(M/K ) confident samples in column P :, k. Therefore, the
cluster prototypes {γk}

K
k=1 in the feature space can be computed

as follows:

γk =
K
M

∑
fi ∈ξk

fi ∀k = 1, 2, . . . , K . (6)

Next, by computing the cosine similarity between the features
fi and the cluster center γk , we select the (M/K ) samples
closest to the cluster center γk as D k and assign them the
same pseudo label yi = k∀Pi ∈ D k . Moreover, we use
overlapping assignments for pseudo labels, which means that
a point cloud sample may correspond to more than one pseudo
label. Consequently, we obtain a batch of point cloud samples
with semantic pseudo labels as follows:

D s
=

{
(Pi , yi )|∀Pi ∈ D k, k = 1, 2, . . . , K

}
. (7)

A toy example of the prototype pseudo-labeling process
is illustrated in Fig. 3. The input consists of the predicted
probabilities of a batch of ten point cloud samples over three
clusters. First, for each cluster, the top three confident samples

Fig. 3. Toy example of the prototype pseudo-labeling process. First, given
the predicted probabilities of ten point cloud samples over three clusters as
input, the top three confident samples are selected for each cluster and marked
with different colors (orange, green, and yellow) in the figure to represent
different clusters. Then, in the feature space, the cluster prototypes for each
cluster (denoted by different colored triangles) are estimated based on the
features of the selected samples. Finally, the top three samples closest to
each cluster prototype (samples in the same ellipse) are assigned the index
of the corresponding prototype as pseudo-labels. The pseudo-labels of other
unlabeled samples are −1 and will not be used for training the clustering
head.

are selected. Then, in the feature space, the cluster prototypes
for each cluster are estimated based on the features of the
selected samples. Finally, the top three samples closest to each
cluster prototype are assigned the index of the corresponding
prototype as pseudo-labels. We set the pseudo-labels of other
unassigned samples to −1 and do not use them for training
the clustering head.

2) Clustering Head Training (M-Step): Given the labeled
point cloud samples D s , we can optimize the clustering
heads under supervision. Specifically, we generate the strongly
transformed version β(D s) of these point clouds, where β

denotes the strong transformation function for point clouds.
Then, we compute the corresponding probabilities over the
K clusters and train the clustering head C using the CE loss
function as follows:

L clu =
1
M

M∑
i=1

L ce
(

yi , p′

i

)
(8)

where p′
i = softmax(pi ), pi = C(F(β(Pi ); θP); θC), and L ce

denotes the CE loss function. The above process for training
the clustering head is summarized in Algorithm 1.

Furthermore, we explain some settings in the above process.
On the one hand, we use double Softmax functions in (8) to
reduce the update speed of network parameters because the
initial pseudo-labels generated are not accurate enough. pi is
also the output of a Softmax function. On the other hand,
the clustering head exhibits a high degree of randomness in
its initialization parameters, which may degrade the clustering
performance. To address this issue, we simultaneously train
multiple clustering heads independently. Consequently, we fix
the network parameters of the feature model and train multiple
lightweight clustering heads with low computational cost
in the current training stage. The clustering head with the
minimum L clu loss over the whole dataset is selected as the
best for point cloud clustering.
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Algorithm 1 Clustering Head Training

Input: D = {Pi }
N
i=1, FθP , K , M , T , α, β.

Initialization:Keep the network parameters FθP fixed, set t =

0, and initialize θC .
while t < T do

for b = 1, 2, . . . , ⌊ N
M ⌋ do

E-step:
Take M samples from D as D b;
Extract representation features F = F(D b; θP)

Compute probabilities P = C(F(α(D b); θP); θC);
Construct labeled point cloud set D s with (5), (6),

and (7);
M-step:
Compute probabilities P = C(F(β(D b); θP); θC)

Optimize θC by minimizing (8);
end

t = t + 1
end
Select the optimal clustering head with the minimum loss;
foreach Pi ∈ D do

pi = C(F(Pi ; θP); θC);
yi = argmaxk(pi);

end
Output: Cluster label yi of Pi ∈ D .

C. Joint Training With Reliable Pseudo-Labeling

In the previous two stages, we separately optimize the
feature model and the clustering head. However, this strategy is
often suboptimal, despite that it achieves effective clustering
results. Therefore, we optimize the two components jointly
in this stage. To address the challenge of the pseudo labels
obtained in the previous step being not entirely accurate,
we propose a reliable pseudo-labeling algorithm to select the
pseudo labels with high confidence as supervision information
for further enhancing the clustering performance.

1) Reliable Pseudo-Labeling: We assume that a sam-
ple’s pseudo label is reliable if it agrees with the pseudo
labels of many neighboring samples in the embedding space.
In detail, given the embedding features and the pseudo labels
{(Pi , fi , yi )}

N
i=1 obtained in Section III-B, we compute the

cosine similarity between representation features and select
Ns nearest samples for each point cloud Pi . We represent the
labels of these Ns nearest samples by ςi and then compute the
consistency ratio ri of the point cloud Pi as follows:

ri =
1
Ns

∑
y∈ςi

L(y = yi ) (9)

where L(y = yi ) is one when y equals yi and zero otherwise.
If the consistency ratio ri of Pi exceeds a predefined threshold
λ , the sample (Pi , yi ) is considered as reliably labeled, and
otherwise, the corresponding pseudo label is ignored. Through
this strategy, we obtain the following point cloud dataset with
reliable pseudo-labels as follows:

D r
=

{
(Pi , yi )|ri > λ ∀i = 1, 2, . . . , N

}
. (10)

2) Joint Training: After obtaining the sample set D r with
reliable pseudo-labels, the unsupervised clustering task can be

converted into a semi-supervised learning paradigm. In this
stage, we use a baseline semi-supervised learning method [45]
with the DGCNN backbone. On the one hand, we train the fea-
ture model and the clustering head by using the samples with
reliable labels. On the other hand, different transformations
of the same sample should produce the consistent predictions.
To this end, as shown in Fig. 2(c), we use the confidently
predicted label of the weakly transformed point cloud as the
pseudo-label for its strongly transformed version to further
optimize the network. Formally, the consistency pseudo label
yu

j of an unlabeled point cloud Pj is computed as

yu
j =

{
argmax

(
p j

)
, if max(p j ) ≥ η

−1, otherwise
(11)

where p j = C(F(α(Pj ); θP); θC) and η denotes the confi-
dence threshold. During this stage, the entire network is trained
with the following loss function:

L joint

=
1
L

L∑
i=1

L ce(yi , C(F(α(Pi ); θP); θC)

+
1
U

U∑
j=1

L
(

yu
j ≥ 0

)
L

ce

(
yu

j , C
(

F
(
β
(

Pj
)
; θP

)
; θC

))
(12)

where the samples in the first item are from the sample subset
D r with reliable pseudo-labels. The samples in the second
item are from the whole dataset D . L and U denote the num-
ber of reliably labeled and unlabeled samples within a batch,
respectively. Note that any other effective semi-supervised
learning algorithm can be applied in this work.

The entire process of our approach is summarized above.
In summary, we propose a general point cloud clustering
framework PointCluster that completes the clustering task by
gradually optimizing the feature model, the clustering head,
and the entire network end-to-end.

IV. EXPERIMENTS AND RESULTS

A. Datasets and Evaluation Metrics

During the training stage, we follow the premise of bal-
anced datasets with roughly equal sample quantities per class,
as commonly done in 2-D image clustering methods [56],
[57]. Furthermore, we train and evaluate the network proposed
in this article using the entire dataset, without partitioning
it into separate training and testing datasets. It should be
noted that the testing dataset is not required to follow the
balance assumption, and we have the option to perform the
training and testing stage on distinct training and testing
datasets. To create the balanced datasets and conduct extensive
clustering experiments, we collect ten categories of point
clouds (with the most point cloud samples) from two widely
used benchmark datasets: ShapeNet [10] and ModelNet40 [9].
Table I summarizes the necessary details for each of our
balanced point cloud datasets. Each point cloud sample is
reserved with 2048 points as input, and only the 3-D coordi-
nate information of sampling points is used in the experiments.
In the first training stage, the feature model is pretrained only
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TABLE I
NECESSARY DETAILS OF SELECTED DATASETS

based on the ShapeNet [10] datasets and their corresponding
rendered RGB images from [22].

This study adopts three standard clustering performance
metrics reported in [56], [57], [58], and [59] to evaluate the
performance of the clustering method: clustering ACC [46],
normalized mutual information (NMI) [47], and adjusted rand
index (ARI) [48]. These values range from 0 to 1, and more
precisely, higher scores of these indicators imply more reliable
clustering results.

B. Implementation Details

We adopt the general DGCNN as our feature extraction
model throughout the training process for a fair comparison
with alternative approaches. The dimension of the learned
representation features is 2048. The framework constructs the
clustering head as a four-layer MLP with dimensions [2048,
512, 256, K ], where the dimension K of the output layer
denotes the number of clusters. The number of clusters is
predefined as the number of categories in the target dataset
in this study. We devise our weak augmentation strategy by
combining random cropping, translation, and normalization
sequentially. For strong augmentation, we combine random
cutout, rotation, scaling, jitter, and other effects.

For the first training stage, we follow the training settings
in [22]. Specifically, we use the Adam optimizer with a weight
decay of 1 × 10−4 and an initial learning rate of 1 × 10−3,
cosine annealing [49] as a learning rate scheduler. We train the
model for 250 epochs. For the second training stage, we also
employ the Adam optimizer with a constant learning rate of
0.001 and a batch size M of 16. We train eight clustering
heads independently and simultaneously and select the one
with the minimum loss as the best clustering head. We set Ns

to 100 and λ to 0.9 to select reliable pseudo labels. In the joint
training stage, we use an SGD optimizer with a momentum
of 0.9 and an initial learning rate of 1 × e−4. The batch
size is 16, consisting of eight reliably labeled samples and
eight unlabeled samples. The confidence threshold η is 0.95,
consistent with the setting in [45].

C. Comparison of Clustering Performance

Since deep clustering of 3-D point clouds is scarcely
studied, we compare our approach with several traditional
clustering algorithms and other closely related methods.
Specifically, we first use traditional clustering algorithms,
including K-means++ [23], SC [24], and AC [25], to contrast
with our approach. In addition, we apply several unsupervised
representation learning methods, including STRL [14], Point-
MAE [50], Point-M2AE [54], and I2P-MAE [55], to learn
the representation features of point clouds in target datasets;

then, we cluster the point clouds using K-means++ as a
postprocessing step to obtain clustering results. We also com-
pare our approach with these representation-based clustering
methods. Furthermore, to demonstrate how the joint training
stage enhances the clustering performance, we denote the
PointCluster without the joint training phase as PointCluster∗,
where the superscript ∗ implies separate training.

Table II reports the quantitative clustering results on the
whole dataset using the above clustering methods. The results
show that our PointCluster significantly outperforms the
other approaches on all three evaluation metrics. Moreover,
several trends can be observed in Table II. First, com-
pared to traditional clustering algorithms (i.e., [23], [25]),
representation-based clustering methods(i.e., [38], [14]) per-
form better, which indicates that representation learning plays
a vital role in point cloud clustering. Second, even though
increasingly advanced unsupervised representation learning
algorithms can learn excellent representation features, the clus-
tering results obtained by applying K-means++ subsequently
are significantly worse than our approach. Our proposed
learning-based point cloud clustering framework can group
point clouds into correct clusters more accurately based on rep-
resentation features than the traditional clustering algorithm.
Our PointCluster∗ performs better than the other methods,
even without the third joint training stage. All of these results
demonstrate the efficacy of our approach in deep clustering of
3-D point clouds.

Table III provides more detailed comparison results on the
ShapeNet and ModelNet40 datasets. For a fair comparison,
we compare our method with the classical supervised learning
method DGCNN, which is used as the backbone network
in the proposed framework. It is clear that the clustering
ACC of our PointCluster is slightly lower than that of the
supervised method DGCNN, with only a 2% (93.2% versus
95.1%) ACC gap on ShapeNet and 1.5% (97.0% versus
98.5%) on ModelNet40. Therefore, our method significantly
narrows the gap between unsupervised clustering and super-
vised classification in the point cloud domain. On the other
hand, unlike k-means++, which infers the cluster labels
from cluster centers, our approach adopts nonlinear clustering
heads to predict clustering labels after learning representation
features. It can be seen that our PointCluster outperforms
the representation-based clustering algorithm CrossPoint +

Kmeans++ on all three standard metrics, which demonstrates
the superiority of our proposed clustering framework.

D. Visualization

1) Visualization of Semantic Clusters: We visualize the
semantic clusters on ShapeNet learned by our PointCluster.
We randomly sample seven point clouds from each of the ten
clusters as presented in Fig. 4. The point clouds in each column
are assigned to the same cluster. Samples with red borders are
classified incorrectly and should belong to different clusters.
For example, the last point cloud in the second column should
be in the watercraft category, but it is categorized as a car.
In addition, some categories, such as table, chair, and bench,
are easily confused. In the chair category, the fifth point
cloud should be categorized as a bench. In the table category,
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TABLE II
QUANTITATIVE COMPARISON WITH COMPETITIVE POINT CLOUD CLUSTERING METHODS

TABLE III
MORE DETAILED COMPARISON RESULTS

the last point cloud should also be categorized as a bench.
Overall, we observe that for ShapeNet, the cluster assignment
acquired by our method mostly matches natural clusters The
visual results demonstrate that our method learns semantically
meaningful clusters and performs effectively.

2) Visualization of the Representation Features: To ensure
a fair comparison, we use t-SNE to visualize the representation
features of point cloud samples learned by the clustering
methods in Table II. Fig. 5 shows the visualization results.
It is clear that all the compared methods are able to provide
good discrimination for the majority of classes. However, the
class boundaries for some classes are not precise or compact.
Overall, we did not observe a very significant difference in the
quality of the representation features learned by these different
methods. As illustrated in Table II, our proposed method
exhibits superior clustering performance. This suggests that,
besides learning well-separated representation features, accu-
rate cluster assignments are crucial for clustering performance.
Our novel clustering framework outperforms traditional post-
processing steps such as K-means++ in grouping point clouds
into correct clusters accurately. This further confirms the
effectiveness of our deep clustering method for point clouds.

E. Empirical Analysis

In this section, we conduct a series of ablation studies to
evaluate the effectiveness of various components and settings
in our framework. All experiments in this section are per-
formed on the ShapeNet dataset.

1) Effectiveness of Overlap Assignment: As shown in
Table IV, we replace the original settings in the PointCluster∗

TABLE IV
ABLATION STUDIES OF POINTCLUSTER∗ ON THE SHAPENET DATASET

with each item individually for experimental comparison.
We first evaluate the effect of overlap and nonoverlap assign-
ment on the clustering performance of PointCluster∗ when
assigning pseudo-labels in the second stage. As demonstrated
in Table IV, overlap assignment outperforms nonoverlap
assignment. When the same sample is close to multiple clus-
tering centers, forcing only one pseudo-label to be assigned to
the instance by nonoverlap allocation may introduce additional
local inconsistency, which hinders model training.

2) Effectiveness of Three-Step Training Strategy: During
the second training stage, we freeze the network parameters
of the feature model and only optimize the clustering heads
independently. To study the effect of our three-step training
strategy, we propose two alternative training approaches for
comparison, jointly training the feature model and a sin-
gle cluster head (Joint-SH) and jointly training the feature
model and multiple cluster heads (Joint-MH). As illustrated
in Table IV, both of these two training strategies lead to a
significant drop in clustering performance. At the beginning
of training, our clustering head cannot make relatively correct
predictions, and the incorrect labels deteriorate the feature
model, resulting in lower quality representation features. The
clustering head is even less likely to make accurate predictions,
entering a vicious cycle. As a result, it is crucial to optimize
the clustering head independently while freezing the network
parameters of the feature model during this training stage.

3) Effectiveness of Double Softmax Functions: To evaluate
the effect of applying the double Softmax functions before
calculating the CE loss in (8), we conduct experiments with
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Fig. 4. Visualization of learned semantic clusters on ShapeNet. We randomly sample seven point clouds from all ten clusters and show them above. The
point clouds in each col are assigned to the same cluster, while samples in red borders are categorized incorrectly and should belong to different clusters.

standard CE and TCE [51] loss with temperature parameters.
We conduct experiments at different temperature values for
TCE and find that the best performance is achieved at 0.2.
As shown in Table IV, compared to CE and TCE, applying
double Softmax functions in the method produces the best
clustering performance.

4) Effect of Data Augmentation: We evaluate the effects
of different data augmentation strategies on PointCluster∗,
as shown in Table V. Specifically, augment1 and augment2
refer to data augmentation of the middle and bottom branches
in Fig. 2(b). The results show that the clustering performance
is the best when the middle branch uses weak augmentation,
and the bottom branch uses strong augmentation. This can
be explained by the fact that the middle branch’s prediction
results are employed to assign pseudo-labels, which may
introduce incorrect labels if a strong augmentation is applied.
Moreover, our PointCluster∗ performs better when the bottom
branch applies strong augmentation, as the feature model
is encouraged to provide consistent predictions for richer
augmentations. Overall, the data augmentation strategy here

TABLE V
QUANTITATIVE COMPARISON OF POINTCLUSTER∗ WITH DIFFERENT DATA

AUGMENTATION STRATEGIES ON THE SHAPENET DATASET

has a small impact on the clustering performance because
the feature model is already equipped with the transformation
invariance ability after the pretraining in the first stage.

5) Effectiveness of Optimal Clustering Head Selection: In
the second training stage, we independently optimize several
clustering heads in parallel to choose the best clustering head
for point cloud clustering. However, the unsupervised setting
does not provide any manual annotations to determine the
superior clustering head. Therefore, we select the clustering
head that has the lowest clustering loss on the entire dataset
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Fig. 5. Visualization of the representation features on ShapeNet dataset learned by different clustering methods. (a) STRL. (b) Point-MAE. (c) Point-M2AE.
(d) I2P-MAE. (e) PointCluster∗.

Fig. 6. Clustering head selection. The blue diamond marks the selected
best clustering head with the minimum clustering loss, and the orange circle
denotes the best clustering head evaluated with the ground truth.

as the best one. Lower clustering loss implies better clustering
performance. As shown in Fig. 6, the best clustering heads
selected by ground-truth labels are remarkably close to those
chosen by clustering losses, which proves the validity of the
loss metric we adopted. By doing so, the poorly performing
clustering heads can be filtered out. As a result, our Point-
Cluster has a lower standard deviation and is more robust
to unstable clustering performance caused by clustering head
initialization.

6) Effectiveness of Reliable Pseudo-Labeling: We use the
reliable pseudo-labeling algorithm to select the reliable subset
of samples before the joint training stage. To demonstrate the
necessity of this algorithm, we use t-SNE to visualize the
representation features of point cloud samples in the ShapeNet
dataset, as shown in Fig. 7. Fig. 7(a) shows the prediction

Fig. 7. Visualization of the representation features of point cloud samples in
ShapeNet. (a) ACC of all samples is 0.913 and the ACC of the jointly trained
model using all pseudo-labeled samples is 0.908. (b) ACC of the selected
reliable samples is 0.979 and the ACC of the jointly trained model using the
reliable samples is 0.931.

results of PointCluster∗ for all point clouds, achieving an ACC
of 91.3%. Several locally inconsistent samples can be seen in
this figure. If we use these samples directly for joint training,
the ACC will not be boosted. Fig. 7(b) shows the reliable
samples selected by our reliable pseudo-labeling algorithm,
which have almost no locally inconsistent samples and a
clustering ACC of 97.9%. Using reliable samples for joint
training, the ACC of PointCluster increases to 93.1%.

7) Hyperparameter Analysis: To explore the effect of dif-
ferent hyperparameters on our method, we perform ablation
studies on two key hyperparameters, λ and Ns , which are
both used to select reliable pseudo-labels. First, we set Ns

to 100 and adjust λ from 0.6 to 0.95. Table VI shows the
evaluation results, where Num and ACCSEL represent the
number and ACC of selected reliable labels, respectively.
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TABLE VI
ABLATION STUDIES OF PARAMETER λ ON THE SHAPENET DATASET

TABLE VII
ABLATION STUDIES OF PARAMETER Ns ON THE SHAPENET DATASET

The table indicates that as λ decreases, more pseudo-labels
are selected through the reliable pseudo-labeling algorithm,
but the ACC of these pseudo-labels also declines. Conversely,
as λ increases, the opposite trend is observed. The results
indicate that selecting pseudo-labels with high ACC is crucial
for the subsequent joint training stage. When the pseudo-labels
have low ACC (e.g., when λ = 0.6 or 0.7), the performance of
our method deteriorates, even with a large number of pseudo-
labels. This is because incorrect pseudo-label assignments
interfere with network training. When λ is 0.9, our method
achieves the best performance, which implies that the quantity
and quality of pseudo-labels are optimally balanced. Then,
we set λ to 0.9 and conduct experiments with different values
of Ns , including 10, 50, 100, 200, and 400. The results are
shown in Table VII. The table reveals that as Ns decreases,
more pseudo-labels are selected through the reliable pseudo-
labeling algorithm, but their ACC also declines. Conversely,
as Ns increases, the opposite trend is observed. Similarly,
when Ns is 100, the quantity and quality of pseudo-labels
are optimally balanced, and our method achieves the best
performance.

V. DISCUSSION

In this work, our proposed PointCluster outperforms prior
point cloud clustering methods by large margins and signif-
icantly narrows the performance gap between unsupervised
clustering and supervised classification in the 3-D point cloud
domain. Despite its effectiveness, our PointCluster is not
without some limitations. First, current deep clustering algo-
rithms often require the knowledge of the cluster number K .
However, in practice, we may not know prior information
about the target dataset, such as the number of categories.
This makes it difficult to provide an appropriate clustering
number K for subsequent network training. Therefore, how
to automatically group all samples in the target dataset into
appropriate clusters when the clustering number K is unknown
remains an open challenge. Second, our proposed method

imposes a constraint condition. Similar to deep image cluster-
ing algorithms, it assumes that the training dataset is roughly
balanced, meaning that the number of samples in each category
is comparable. However, the point cloud datasets from the
real world may not satisfy this requirement. Therefore, more
point cloud clustering approaches should be proposed for
unbalanced datasets. Finally, our PointCluster achieves the
remarkable clustering performance by progressively optimiz-
ing the feature model, the clustering head, and the entire
network end-to-end. The training process with three stages
is computationally complicated. In the future, how to design
simple and effective one-stage deep clustering methods for
3-D point clouds would be a promising direction.

VI. CONCLUSION

In this article, we have presented PointCluster, a novel
and general framework for deep clustering of 3-D point
clouds, which can group point clouds into semantically mean-
ingful clusters without relying on any human annotations.
The clustering network is composed of two components:
the feature model, which measures the instance-level simi-
larity among point clouds, and the clustering head, which
identifies the cluster-level difference. We adopt an unsuper-
vised representation learning approach to train the feature
model and a prototype pseudo-labeling algorithm to train
the clustering head. Then, we jointly train them using a
reliable pseudo-labeling algorithm to further boost the cluster-
ing performance. Extensive experiments on various datasets
show that our PointCluster outperforms existing state-of-
the-art clustering methods by a large margin and narrows
down the performance gap between point cloud clustering
and supervised point cloud classification. To the best of our
knowledge, deep clustering of 3-D point clouds is scarcely
studied. We believe that our clustering framework can offer
a new perspective for the point cloud classification task and
facilitate a wider range of point cloud learning tasks.
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